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Abstract

In this thesis the objective is to optimize the control algorithms for the manual pulsed Gas Metal Arc Welding (GMAW) process, with the aim of enhancing the quality of welded joints. To be able to develop controllers for the GMAW process, and also for enabling process simulation, a mathematical model describing the GMAW process is developed. The mathematical model includes a description of the electrical circuit, the drop dynamics, and the melting rate, and also, the model includes criteria for drop detachments. Basically, the electrical circuit consists of the welding machine, the wires, the electrode, and the electrical arc. The drop is modelled as a mass-spring-damper system influenced by a number of external forces. Of these external forces the electromagnetic force is the most significant. Due to the importance of the electromagnetic force, a thorough derivation of the electromagnetic force is included in the thesis. The melting rate of the consumable electrode is modelled both from a statically (steady-state) point of view, and from a dynamically point of view. The static model is a simple equation describing the melting rate, while the dynamic model is more complex.

The structure of GMAW control is discussed, and based on this discussion a general control structure is presented. This structure includes an arc length controller and a metal transfer controller, and also, an inner loop controlling the welding current. The current is assumed to be controlled by a traditional PI-controller, and therefore, this inner control loop is not considered in the thesis. For arc length control, a nonlinear controller based on feedback linearization is proposed, and robustness and performance are considered. For metal transfer control an approach based on obtaining a uniform drop size prior to pulse initiation is proposed. This is carried out by calculating the amount of melted electrode between the current pulses during the welding process. The purpose of the uniform drop size approach is to enhance the robustness of the drop detachment process. In addition to the arc length controller and the metal transfer controller, an arc length minimization algorithm is proposed for enhancing the ability to focus the arc, and also, to minimize the heat input into the workpiece. Simulation programs for testing the controllers and algorithms have been developed, and successful tests have been carried out.
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Gas Metal Arc Welding (GMAW) is a process used for joining pieces of metal, and probably, it is the most successful and widely used welding method in industry today. The quality of a weld is a key issue in welding, and in many cases a weld must fulfill some specific quality requirements. However, it is very difficult to handle or control the GMAW process for the welder (human operator), and therefore, it might not be possible to achieve the desired weld quality. To ease the task of the welder, the internal machine control of the process can be enhanced. Such enhanced control of the process is the topic of this thesis.

1.1 Background and Motivation

Migatronic A/S is a company which develops and produces welding machines. The company was established in 1970, and during the first year four welding machines were produced. Today the company produces and manufactures around 25,000 welding machines each year. Many different types of welding machines are produced, and in general, high quality machines are produced which are suited for industry. In year 2000, Migatronic was developing a new inverter machine for GMAW welding (also called MIG/MAG welding). This machine was a major leap forward for the company with respect to welding machine technology, as basically, every part of the machine was based on new technology. For example, the machine included a completely new and faster inverter module. Also, a relative powerful computer system was included in the machine, which was supposed to control the welding process through the inverter module. Even though inverter technology and computers were used in older machines, the computation capability was limited in those machines, and the control algorithms were based on emulation of traditional transformer welding machines. To take advantage of the powerful computational capability and the new inverter module, better control algorithms were needed, but Migatronic did not know how to solve this problem.
Section 1.2: Objective and Focus

Therefore, in September 2000 a cooperation between Migatronic A/S and Department of Control Engineering at Aalborg University was initiated. The cooperation was initiated by the start of an Industrial Ph.D. project sponsored by the Academy of Technical Science (ATV, Akademiet for tekniske videnskaber) in Denmark. The results of this Ph.D. project are presented in this thesis.

1.2 Objective and Focus

Initially, it was decided that the project should aim on developing new and improved control algorithms for the GMAW process, and during the project, the aim and the focus of the work were specified in greater detail. It was decided that the focus should be on

- Manual (hand-held) welding.
- Pulsed GMAW.
- The process excluding the weld pool.

Manual welding was preferred over automated (robotic) welding, because the market for manual welding machines is much bigger than the market for welding machines used for automated processes. Thus, Migatronic, as a machine manufacturer, is much more interested in manual welding. However, this does not mean that the ideas presented in this thesis can only be applied to the manual welding process, but rather, it means that certain control problems or specifications will be derived from that process. Also, it means that there is a limited number of sensors available for controlling the process. Typically, when using an advanced manual GMAW machine, either pulsed GMAW or short arc GMAW are used. However, to limit and specify the research area, it was chosen to focus on pulsed GMAW. Pulsed GMAW was chosen over short arc welding, as it was considered that, especially, the pulsed GMAW process could be improved. Control of the welding process can be split up into an inner loop in which the arc length and the transfer of metal to the weld pool are controlled, and an outer loop in which the weld pool is controlled. Normally, in manual welding the machine does only control the inner system, while the welder (human operator) controls the outer loop. In this work, focus is on the inner control loop, and thus, the weld pool is not considered in this thesis.

Based on the focus areas and the goal of improving welded joints, an overall objective for the Ph.D. project can be formulated. The objective is state in the
following.

**Objective:** *The objective is to optimize the control algorithms for the manual pulsed GMAW welding process, with the aim of enhancing the quality of welded joints.*

In Chapter 5 the objective is discussed in further detail, and moreover, a number of additional, but more specific, objectives are presented.

### 1.3 Overview of Previous and Related Work

Researching the GMAW process involves a large number of topics. These topics can be divided into control of the process, and investigation and modelling of the physics characterizing the process. Yet again, the control area can be divided into control of the weld pool, and control of the arc and the electrode. The former is concerned about the quality of the weld, which can be related to topics like weld pool geometry, such as penetration, and also, the heating and cooling of the workpiece plays a significant role for quality of the weld. A deep penetration means a large joining area of the metal edges to be joined, and the heating and cooling rate is associated by the grain size in metal. Control of the arc and the electrode can also be related to the quality of the weld, but more indirectly. This area of research is concerned with control algorithms for electrode melting, drop detachment, and stabilization of arc length. In the area of analysis and modelling of the GMAW process a variety of topics exists. Some topics are the electrode melting rate, the electrical arc, the forces acting on the drop, and the forces acting in the weld pool. Also, research concerning the use of different welding gases has been carried out. The research is an ongoing process, and in this thesis, yet another contribution is given.

Control of the total GMAW process can be separated into weld pool control and drop and arc control. Weld pool control can be considered as an outer control loop, while drop and arc control can be considered as the inner loop. This is illustrated in Figure 1.1. In manual welding the outer loop handled by the welder, but for both automatic and manual welding the inner loop must be considered. To achieve an overall high performance control system, able to produce welds of high quality, both loops must be handled by high performance controllers. In manual welding, the outer loop is the welder, and a high performance controller
can be considered as a skilled welder. In the literature, in spite of the importance of both loops, far most attention are devoted to the outer loop. Probably, this is because most people working with welding have a manufacturing background. In this thesis only the inner loop will be considered, and thus, control of the weld pool will not be considered. In the rest of the thesis the inner loop will be referred to as GMAW control, unless stated otherwise.

![Diagram](image)

**Figure 1.1:** GMAW control can be divided into an inner control and an outer control in a cascade coupled system. The outer control addresses the weld pool, while the inner control addresses the electrode and the arc.

Typically, the GMAW process is divided into three modes of operation depending on the current. These modes are the short arc mode, the globular mode, and the spray mode, where pulsed GMAW can be considered as special case of spray mode. A more detailed division of the modes of operation can be found in [28, Chapter 7]. For example, for even stronger currents, the process enters the streaming mode. In this thesis focus is on the pulsed GMAW, and basically, two tasks should, or must, be handled in pulsed GMAW. These are arc length control (or alternatively, arc voltage control) and metal transfer control, where the latter also applies to the ordinary spray mode GMAW. The most simple way to approach the arc length control problem is to apply a constant voltage potential to the process. Because of the relatively low voltage drop over the electrode compared to the arc voltage, disturbances in the distance from the welding pistol to the workpiece will not have a large effect on the arc length. In [8] and in several other works this is referred to as a "self-regulating" behavior. For high performance arc length control, the constant voltage potential approach is not sufficient, and instead, arc length
feedback control is used. Such arc length control is presented in several works. In [22] and in [45] the welding process is considered as a MIMO (multi-input multi-output) system, which is controlled using two decoupled PI-controllers for a fixed operating point. This approach is refined in [1] and [20] where linearization and decoupling are handled using a feedback approach. The same approach is used in [13], but sliding mode control is included in the control system. In [48] and in [10, Chapter 5] an adaptive control scheme is presented. In [53] and [54] a robust linear arc controller is proposed in which system uncertainty is taken into account. Furthermore, in [30] arc length control is performed using fuzzy logic control. The second task which must be handled in pulsed GMAW is metal transfer control. Advanced methods for metal transfer control can be found in [52] and in [56]. Weld pool control and other aspects of the GMAW process are mentioned in the survey paper [9], and also, in the book [10] in which a large number of references can found.

The control algorithms presented in this thesis are based on knowledge of the process, that is, a model of the process. Important topics involves the melting rate, the arc, the drop, the forces acting on the drop, drop detachment, the electrical circuit of the process, and the shielding gas used.

In GMAW the electrode is melted at some melting rate, and new electrode are continuously supplied to the process. The melting rate of the process is modelled in [29], [41], [38], [37], and [57]. In [35] heat transfer in the drop is considered, which is important for a precise model of the melting rate. During welding an electrical arc exists between the anode and the cathode, and a model describing the arc voltage and the arc length is an important part of a total GMAW model. Typically, a simple model describing the arc voltage as a function of the arc length and the welding current is used, see for example [28, Chapter 6] or [10, Chapter 2]. The simple model is not exact, and in fact, deriving a precise model of the arc is very difficult. A description and investigation of the arc physics can be found in [28, Chapter 5], [46], [40], [6], and [44]. As stated above another important topic is the liquid drop of melted metal at the tip of the electrode. During welding the drop grows as melted metal are added to the drop, and at some point detaches from the electrode. The shape and the growth of the drop are considered in [50], [14], [41], [55], and [33]. In [32] and in [36], drop parameters and drop detachment are considered for pulsed GMAW. The drop is attached to the tip of electrode by the surface tension. It has been shown that such system can be modelled by
a mass-spring-damper system, see [2]. During welding a number of forces acts on the drop, and among these forces the electromagnetic force is the most important. A model describing the electromagnetic force is derived in [5] and in [27], and also, the electromagnetic force is considered in [25] and in [34]. A overview and description of all significant forces can be found in [10, Chapter 2], and the forces in overhead welding are discussed in [47]. Another important aspect with respect to the drop is drop detachment. Drop detachment occurs when the surface tension is no longer able to keep the drop attached to the electrode. Basically, two models exists for predicting drop detachments. The first model is based on the surface tension and the axial forces acting on the drop, see [11], [26], and [16]. The second model is based on instability of a liquid cylinder, see [3], [4], and [28, Chapter 3 and 7]. After a drop is detached from the electrode it is transferred to the weld pool, and the velocity of the drop affects the weld and the final quality of the weld. The drop velocity is considered in [28, Chapter 7], [17], and [43]. The total metal transfer process, that is, drop growth and detachment, is considered in several of the papers already mentioned, but typically, the papers focus on one particular aspect. Another contribution to with respect to the total metal transfer process can be found in [51], in which metal transfer is evaluated using dimensional analysis. With respect to control and simulation it is important to have a complete model, which includes all the different aspects of the process. For control, at least, important topics like the the electrical circuit (current dynamic), the melting rate, and the arc must be considered. The total model is considered in [21], [11], [58], [23], [24], [42], and [59], where the instability with respect to the “self-regulating” mechanism is investigated in [58]. Moreover, a model describing the electrical circuit can be found in these papers. Also, with respect to the complete model data collection is important, see [15]. Other experiments and modelling topics are presented in [51].

1.4 Contributions

The thesis contains a number of contributions which are summarized below. Mainly, the contributions are in the area of GMAW control.

**Dynamic Melting Rate Model:** In general, for control of the GMAW process a steady state melting rate model is used. In pulsed GMAW the melting rate changes with the current pulses, but because of the melting rate dynamics, the melting rate goes through a transient phase for each change in current. This is not accounted
for in the steady state model, and therefore, a dynamic melting rate model suitable for control is derived. In spite of this, the model is not used for GMAW control in this thesis. Rather, it is considered as a stand-alone result, able to improve control algorithms relying on a melting rate model. Such improvement could be carried out in future work.

**Nonlinear Arc Length Controller** : An arc length controller is an important component in a control system for the GMAW process. In this thesis a novel nonlinear feedback linearization arc length controller is presented.

**Metal Transfer Controller** : In pulsed GMAW current pulses are used for providing drop detachments. Thus, a pulse generation algorithm is needed and this is referred to as a metal transfer controller. In this thesis a novel approach for metal transfer control is presented. The approach is based on obtaining a uniform drop size prior to detachment.

**Arc Length Minimization** : In most GMAW applications it important to have a small arc length. Normally, a small arc length is obtained by adjusting the arc length reference off-line. In this thesis an on-line arc length minimization algorithm is proposed.

**Electromagnetic Force Derivations** : An important aspect of the GMAW process is the forces acting on the drop at the tip of the electrode. Normally, the electromagnetic force is the most significant of these forces. An expression for the electromagnetic force can easily be retrieved from the literature. However, it has been difficult to identify under which conditions the expression is valid, and moreover, it has not been possible to retrieve a detailed presentation of the calculations in the literature. Therefore, the expression for the electromagnetic force has been recalculated in this thesis, with the aim of providing a full and detailed presentation of the derivations.

### 1.5 Thesis Outline

**Part I: Modelling the Gas Metal Arc Welding Process**

**Chapter 2: The Gas Metal Arc Welding Process**
A short overview over the various manual electrical arc welding processes are
given, which includes the stick welding process, the gas tungsten arc welding (GTAW) process, and the gas metal arc welding (GMAW) process. The GMAW process is described in greatest detail, and also, an overview of the hardware architecture of a modern GMAW machine is given.

Chapter 3: The Gas Metal Arc Welding Model
A mathematical model describing the GMAW process is presented. A simulation program based on the GMAW model is developed, and the simulation program is used to illustrating the behavior of the GMAW process.

Chapter 4: Dynamic Melting Rate Model
The electrode is divided into three sections, which are the drop, the melting point, and the solid electrode. Furthermore, the solid electrode is divided into a number of small elements. Based on these divisions, a melting rate model is derived. This model is referred to as the full dynamic melting rate model. To reduce the number of calculations the model order is reduced by introducing an alternative partition of the solid electrode. This leads to an alternative melting rate model, denoted as the reduced dynamic melting rate model.

Part II: Controlling the Gas Metal Arc Welding Process

Chapter 5: Objectives and Control Topology
A number of specific objectives based on the objective stated in Section 1.2 is derived. These are direct objectives for the control system for the GMAW process, that is, the inner control system, see Section 1.3. Also, the structure, or topology, of the control system for the GMAW process is discussed.

Chapter 6: Nonlinear Arc Length Control
Based on the control structure presented in Chapter 5 a model suited for arc length control is derived. This model is a single input single output (SISO) system. A feedback linearization method is used for transforming the nonlinear system into a linear system, and a controller for the resulting linear system is developed based on a number of performance criteria. Also, robustness is addressed by considering system perturbations. Stability is proved using the Small Gain Theorem for a set of realistic perturbations. Moreover, a simulation program is developed and used for testing the nonlinear arc length controller.
Chapter 7: Model Based Metal Transfer Control
Metal transfer control is discussed, and various pulse shapes are presented. A novel metal transfer control approach based on obtaining a uniform drop size prior to pulse initiation is proposed, and two methods based on this principle is presented. A simulation program is developed and used for testing the methods.

Chapter 8: Arc Length Minimization
An algorithm for minimizing the arc length in GMAW is presented. The arc length is minimized by measuring the time between short circuits. For testing the algorithm a simulation program is developed.

Part III: Conclusions and Future Work

Chapter 9: Conclusions and Future Work
The conclusions for each chapter are summarized and discussed, and moreover, a number of suggestions for the future work on GMAW control related topics are presented.

Part IV: Appendices

Appendix A: Maxwell Stresses
This appendix is part of the derivation of the electromagnetic force presented in Chapter 3. Maxwell stresses on the drop are considered, and it is shown that the stresses results in an rotational force component, and moreover, a force component acting both inward and axial.

Appendix B: The Electromagnetic Force
Based on the result of Appendix A, the expression for the electromagnetic force is derived. Also, the appendix includes a list of the assumptions used.

Appendix C: The Pinch Effect
Based on the pinch effect theory, a criterium for drop detachment can be derived. The calculations can be found in this appendix.
1.6 Important Remarks

During the work on this Ph.D. project a real experimental welding facility suited for the task has not been available. Mainly, it has not been possible to acquire a high speed camera, which must be considered as an essential part of a practical welding test facility when working with the model based control algorithms presented in this thesis. Therefore, all experiments have been performed in software simulation programs. The simulation programs have been based on models which have been validated in literature. However, when using simulation only, one should be extra cautious or careful when drawing conclusions. In spite of the fact that all tests have been performed using simulation programs, the work presented in this thesis has a practical dimension as well. The practical dimension comes from the close cooperation with the engineers at Migatronic during the project, and also, during the work the author have been involved in the development of the control algorithms for Migatronic’s Flex 4000 welding machine. This is one of the most advanced GMAW machines at the market today.

With respect to the simulation programs developed, miscellaneous parameters and constants are needed to facilitate numerical calculations. For this purpose parameters and constants for stainless steel have been used. Moreover, a number of parameters have been retrieved from [20], and other parameters are based on Migatronic’s Flex 4000 welding machine. All constants and parameters can be found in the Nomenclature.
Part I

Modelling the Gas Metal Arc Welding Process
In this chapter a number of methods for electrical arc welding is presented. The basic principles in each of the methods are explained, and in particular, the GMAW process is considered.

2.1 Electrical Arc Welding in General

Several types of electrical arc welding processes exists. For manual welding these are stick welding, gas tungsten arc welding (GTAW), and gas metal arc welding (GMAW). Stick welding is also called MMA, GTAW is also called tungsten inert gas (TIG), and GMAW is also called 'metal inert gas' (MIG) or 'metal active gas' (MAG), depending on the type of gas used. Depending on the welding task to be carried out, each of these processes have some advantages.

In stick welding, a consumable electrode, having a dry flux coating and a metal core, is used. In Figure 2.1 the stick welding process is illustrated. An electrical arc is established between the electrode and workpiece, and the energy, produced in this way, melts the workpiece, the solid metal core of the electrode, and the flux coating. As the flux coating burns away, gas is released which protects the welding process from the ambient air. Primarily, the gas generated from the burning flux coating is carbon dioxide, \( \text{CO}_2 \), and in the hot arc the carbon dioxide molecules are ionized to carbon ions and oxygen ions. These ions, and especially the oxygen, react in the arc, and thus, the gas becomes an active component in the stick welding process. In addition to the gas, a layer of slag, covering and protecting the welded area, is produced from the burning flux coating. Different kinds of electrodes and flux coating exist, designed to meet different kind of welding conditions and requirements. The electrode material, for example, must match the workpiece material used. Stick welding can be characterized as a simple process that can be carried out using some inexpensive equipment, but compared to the
other arc welding methods, the weld quality is normally not as good.

In GTAW an electrode consisting of pure tungsten, or some alloy that includes tungsten is used. Such electrode is used to give the electrode a high melting point, as the electrode in GTAW is not supposed to melt. Thus, in the GTAW process only the workpiece is melted. Similar to the stick welding process, a gas is used to protect the weld area from contamination, but unlike in stick welding, the gas is externally supplied to the process. Moreover, in GTAW only inert gases, normally argon, are used. Using GTAW, welds of high quality can be produced, but at the back side, GTAW is a slow process, and thus, it is not suited for many industrial applications requiring high welding speed. In Figure 2.2 the GTAW process is illustrated.

Figure 2.1: The stick welding process.

Figure 2.2: The gas tungsten arc welding (GTAW) process, also called the TIG welding process. The electrical arc exists between the electrode and work pieces. Shielding gas, emitted from the gas cup, protects the process from contamination.
In GMAW a consumable electrode is used. The electrical arc is established between the consumable electrode, usually the anode, and the workpiece, then acting as the cathode. The energy produced in the arc melts the electrode, and causes drop growth and drop detachment from the tip of the electrode. The electrode, consumed in this way, is replaced by new electrode material, often referred to as the wire, as new electrode material is pushed forward by a wire feed system. Also, like in GTAW, the process is protected from the ambient air using a shielding gas. Typically, pure argon or a mixed gas of argon and CO$_2$ is used. In Figure 2.3 the part of the GMAW process involving the electrical arc is illustrated. In the following section, the GMAW process will be described in further detail.

![Diagram of GMAW process](image)

Figure 2.3: The gas metal arc welding (GMAW) process, also called the MIG/MAG welding process.

### 2.2 The GMAW process

In Figure 2.4 the overall welding process setup is illustrated. The specific setup described here corresponds to Migatronic’s Flex 4000 welding machine. As shown in the figure, the cathode wire is connected to the workpiece. The anode wire is fed from the power supply into the wire feed box, and further, through the cable connected to the welding pistol. In the pistol, the anode wire is connected to the electrode wire in the contact tube. Thus, current only flows in the electrode wire very close to the electrical arc. In addition to the current carrying anode wire and the electrode wire, the shielding gas is fed along the anode wire, and also, water is circulated for the purpose of cooling the welding pistol.

The welding pistol can be operated either manually or automatically by a welding robot or some other automated setup. However, only manual welding (hand-held
Section 2.2: The GMAW process

In Figure 2.4, the GMAW process is illustrated again. However, in this figure, the whole electrical circuit is shown in greater detail when compared to Figure 2.4. In Figure 2.5, the connection between the conducting anode wire and the electrode is shown, and as illustrated, the connection is established in the contact tube.

Former welding machines were based on transformer technology, such that, a high voltage and low current were transformed into a low voltage and a strong current. Such transformation is also performed in modern inverter based welding based, but a traditional transformer is not used. Instead, a hardware architecture as shown in Figure 2.6 is used. This particular architecture is used in Migatronic’s Flex 4000 welding machine. First, a three phase power supply is connected to the machine from the available supply net. These phases are rectified to DC, and then, smoothed by a low pass filter. The DC voltage is modulated by the switch circuit, which is driven by the control software of the welding machine. The output of the
switch circuit is either full positive voltage, zero voltage, or full negative voltage. Thus, the signal can be considered as an asynchronous signal. Afterwards, this signal is transformed by the transformer into a lower output voltage. Also, the transformer provides galvanic isolation between the supply net and the welding process. In the Flex 4000 welding machine, the voltage is reduced by a factor eight by the transformer. Next, the asynchronous output voltage from the transformer is rectified and smoothed by the output inductance and capacitor.

GMAW can be divided into, at least, 3 modes of operation depending on the current. These modes are the short arc mode, the globular mode, and the spray mode. In short arc mode, the tip of the electrode with the pendant drop is periodically...
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short circuited with the workpiece, causing a sudden increase in current which detaches the drop. In spray mode the electrode is, ideally, never short circuited with the workpiece. A strong current of causes melting and drop detachment from the electrode. The globular mode exists between the short arc mode and the spray mode, and normally produces a poor weld. Thus, in general, the globular mode must be avoided. In this thesis, focus is on pulsed GMAW. This type of welding falls within the spray mode, as drops in pulsed welding are detached by the strong current as in the spray mode. However, opposite the spray mode, the current is shifted between a low level and a high level. The advantage of using pulsed GMAW, when compared to the spray mode, is the heat input into the weld pool, and also, the pulses used make it possible to control the drop detachment process.
In this chapter different parts of the GMAW process are modelled, and combining these parts a total model of the GMAW process is obtained. To illustrate the behavior of the model, a simulation program is developed and the model is simulated.

3.1 System Overview

The overall objective of the work documented in this thesis is to improve weld quality by developing an advanced control scheme for the GMAW process. One way to find such a control scheme is to develop a mathematical model describing the process, and then, based on that model, design a controller for the process. Such approach will be taken in this thesis, and therefore, in this chapter, a mathematical model describing the GMAW process will be derived. Moreover, the mathematical model derived in this chapter can be used for simulating the process. This is very important as all experiments and tests of controllers for the process will be carried out in a simulation program, and not in a real welding setup.

In Figure 3.1 the GMAW process is illustrated. The welding machines considered in this thesis are digital machines, and thus, control of the process is based on some sample time, $T_s$, for example, a sample time of 50 kHz as used in Migatronic’s Flex 4000 welding machine. Basically, at each sampling time, the control system of the welding machine calculates a PWM (Pulse Width Modulation) signal, $u_{pwm}$, to the inverter. This signal corresponds to some control voltage, $U_c$, from the inverter, see Figure 3.1. To protect the inverter and smoothen the current a small coil, described by some inductance constant $L_m$, is placed after the inverter. The machine terminals are placed after the coil, and here, the machine terminal voltage, $U_t$, can be measured.
Traditionally, in GMAW the machine terminals are connected to the process as shown in Figure 3.1, that is, the anode is connected to the consumable electrode, and the cathode is connected to the workpiece. Strong current flows through the wires connecting the terminals with the electrode and the workpiece, and because of the strong current, the voltage drop over the wires must be taken into account. As shown in Figure 3.1, the wires are modelled as a total wire inductance, $L_w$, and a total wire resistance, $R_w$.

The electrode moves through a cylindrical piece of metal connected to the anode terminal wire, and thereby, contact is established. The current flows through the electrode and through the electrical arc, thus, completing the circuit to the workpiece connected to the cathode terminal wire. In steady state, the downward electrode speed, $v_e$, equals the melting speed, $v_m$, of the electrode, and thus, in steady state, the arc length, $l_a$, is constant.

In the following sections different aspects of the GMAW process will be modelled. In Section 3.2 the GMAW process will be modelled as an electrical circuit,
using elementary laws from the theory of electrical systems. A description of the
electrical arc and a function describing the arc voltage are presented in Section
3.3. Afterwards, in Section 3.4, the dynamics of the pendant drop are considered.
Next, in Section 3.5, drop detachment from the electrode is considered, and in
Section 3.6 a melting rate model is presented. In Section 3.7, all the models for
the different parts of the process are compiled into a set of differential equations
describing the total GMAW process. Afterwards, in Section 3.8, a number of
plots, illustrating the behavior of the process, are shown. The plots are obtained
from a simulation program based on the total model presented in Section 3.7. The
simulation program has been developed and implemented in Simulink.

3.2 The Electrical System

The GMAW process can be considered as an electrical circuit. Such circuit is
shown in Figure 3.1. If the control voltage, $U_c$, is regarded as the input, the
circuit consists of the machine inductance, $L_m$, the anode and cathode wires, the
contact tube, the electrode, the electrical arc, and the workpiece. When a control
voltage $U_c$ is applied to the process a current, $I$, develops in the circuit, as shown
in the figure.

The electrical wires from the welding machine to the process need to be consid-
ered and included in the model for several reasons. One reason is that the strong
current used in welding gives a voltage drop over the wires, which might need
to be considered when developing controllers for the process. Another reason is
the current dynamics, which, basically, is determined by the wires. At least, this
is true for modern inverter machines, for which, the machine inductance, $L_m$, is
very small. In several works, see for example [21], [11], and [41], the wires are
modelled as a resistance, $R_w$, and an inductance, $L_w$. In Figure 3.1, $R_w$ and $L_w$
are shown modelling both the anode wire and the cathode wire.

Within the contact tube, which is connected to the anode wire, the electrode
touches the tube one or more places, and thus, establishes the contact to the elec-
trode. Normally, a small voltage drop will be present from the contact tube to the
electrode, which can be modelled by a resistance. Such resistance, denoted as the
contact resistance, $R_c$, is for example included in the circuit model used in [41].
However, in this work the contact resistance will be excluded, as it is assumed to
be small compared to other resistances in the circuit, and also, it can be considered
as being part of the wire resistance, $R_w$.

From the contact point to the beginning of the arc, the current flows through a piece of electrode. The length of this piece of electrode is very small compared to the length of the wires, but because the electrode is rather thin, then resistance is high, and thus, the voltage drop over the electrode should be included in the model. The resistance of the electrode is denoted by $R_e$, and the length of the electrode, that is, the stick-out is denoted by $l_s$.

The most significant voltage drop in the circuit is the arc voltage, $U_a$. For small currents, the control voltage, $U_c$, is almost equal to the arc voltage. However, for stronger currents the control voltage must be somewhat larger, because of the wire and electrode resistances, and also, because of the inductances for a changing current. Now, a model of the electrical circuit can be derived.

\[
U_c = L_m \dot{I} + L_w \dot{I} + R_w I + R_e I + U_a \tag{3.1}
\]

If the terminal voltage, $U_t$, is considered as the input to the process, the electrical circuit is given by

\[
U_t = L_w \dot{I} + R_w I + R_e I + U_a \tag{3.2}
\]

The electrode resistance, $R_e$, can be modelled as the resistivity of the electrode times the total length of the electrode, including the drop. The length of the drop can be modelled as the average between the drop position, $x_d$, relative to the tip of the electrode, and the drop radius, $r_d$. Such model is used in [21].

\[
R_e = \rho_e \left( l_s + \frac{1}{2}(x_d + r_d) \right) \tag{3.3}
\]

However, both $x_d$ and $r_d$ are rather small compared to the stick-out, $l_s$, and therefore, these terms will not be included in the final model. So, we have

\[
R_e = \rho_e l_s \tag{3.4}
\]

As illustrated in Figure 3.1, the stick-out, $l_s$, is the distance from the contact point to the melting point of the electrode. The dynamics of $l_s$ is given by the electrode
speed $v_e$ and the melting speed $v_m$, and also, on the speed of the vertical velocity of the contact tube (also called contact tip). The contact tip to workpiece distance is given by $l_c$, and the contact tip to workpiece velocity is given by $v_c$. So, the stick-out dynamics is given by

$$\dot{l}_s = v_e - v_m + v_c \quad (3.5)$$

When designing controllers from the welding process it is the arc length, $l_a$, rather than the stick-out, which is of interest. From Figure 3.1 we have the following equation by ignoring the length of the drop.

$$l_c = l_s + l_a \quad (3.6)$$

Now, from this equation and from the stick-out dynamics, the arc length dynamics can be derived. We have

$$\dot{l}_a = v_m - v_e - v_c \quad (3.7)$$

### 3.3 The Electrical Arc

Normally, in GMAW, the consumable electrode is connected to the machine terminal plus, and the workpiece is connected to the machine terminal minus. Thus, when considering the electrical arc, the tip of the consumable electrode is the anode and the workpiece (the other electrode) is the cathode. During welding an arc exists between the anode and the cathode, where an arc can be described as a discharge of electricity between the electrodes, characterized by a high current density and a low voltage drop between the electrodes. In an arc electrons are released from the cathode and moves towards the anode, and at the same time, ions moves towards the cathode. In the following an arc is also referred to as an electrical arc.

The physics of the electrical arc with respect to welding have been investigated during the past half century. In [28] two chapters are devoted to the electrical arc, and here, mechanisms in different parts of the arc are described, and moreover a
number of physical characteristics of the arc are studied. These characteristics include the arc temperature, the arc pressure, the electrical field, the current density, vapor, gases, and the electrode materials used.

The purpose in this section is not to give a detailed description of every aspect regarding electrical arcs as in [28, Chapter 5 and 6], but rather, to identify and describe a model of the electrical arc, which can be used for simulating the process, and also, for developing controllers. When controlling the GMAW process, it is important to obtain a steady arc length, and also, it is important not to short circuit the electrodes, but on the other hand, it is important to have a small arc length (this will be discussed and explained in Chapter 5). It turns out that the arc voltage, $U_a$, among others factors, depends on the arc length, and therefore it is important to consider the arc, with the aim of identifying the relationship between the arc voltage, $U_a$, and the arc length, $l_a$.

The arc can be divided into three regions or layers [28, Chapter 5], and these are, the anode region, the arc column, and the cathode region. The length of the anode region and the cathode region (measured in the direction between anode and cathode) are very small, but both regions, and especially the cathode region, have a significant influence on the arc voltage drop.

The three regions and the associated voltage drops are shown in Figure 3.2. The figure shows how the voltage gradient differs in each region, though, it should be noted that the figure is only a sketch. For a real arc, the anode and cathode regions are much smaller, than shown in the figure, and the voltage gradients are much steeper. In the following, each region is considered.

### 3.3.1 The Cathode Region

The basic mechanisms for maintaining the discharge in the arc are located in the cathode region, and moreover, the most significant voltage drop of the total arc voltage exists in this region. For GTAW a typical voltage drop lies between 10 to 20 V [28, Chapter 6], which typically, are much larger than both the anode voltage drop and the voltage drop across the arc column. A similar voltage can be expected for GMAW. The cathode region can be divided into three zones [6], the cathode surface, the space charge zone, and the ionization zone. In [28, Chapter 5], the ionization zone is referred to as the contraction zone.
The three zones are shown in Figure 3.3. The cathode surface is charged by electrons. The negative charged electrons accelerates through the thin space charge zone of positive ions, which is a layer so thin, that statistically no collisions occur between the electrons and the other entities located in the zone. However, in the ionization zone collisions do occur. Some collisions occur between neutral entities (molecules, atoms) and electrons at high velocity. These collisions free new electrons and ionize the neutral entities. The free electrons accelerates in the electrical field towards the anode, while the ions normally accelerates towards the cathode. However, some large and slower moving ions moves against the space charge zone, and in equilibrium, replacing the ions lost in the space charge zone to the cathode surface. In Figure 3.3, the magnified region in the ionization zone illustrates a collision. An electron, $e^-$, collides with a neutral entity, $a$, which is ionized.

### 3.3.2 The Anode Region

Like the cathode region, the anode region can be divided into three zones, an anode surface zone, a space charge zone, and a contraction zone. The contraction zone is a transition layer between the space charge zone and the arc column.
Figure 3.3: The cathode region is divided into three zones, that is, the cathode surface, the space charge zone, and the ionization zone. A small section is magnified in the ionization zone. $e^-$ is an electron, $a$ is a neutral entity, and $i$ is a ion.

At the cathode surface current may be carried both by positive ions moving towards the cathode and electrons moving towards the anode, but this is not the case at the anode surface. At the anode surface current is carried entirely by electrons, because no ions are emitted from the anode.

Similar to the cathode region, a very thin space charge zone exists next to the surface of the electrode. Typically, for GTAW, the total anode voltage drop is in the range 1 to 10 V [28, Chapter 6], which is lower than the voltage drop across the cathode region. A similar voltage can be expected for GMAW. The reason for the anode voltage being smaller than the cathode voltage is the anode space charge zone. The anode space charge zone is smaller than the cathode space charge zone, which results in a smaller voltage drop. As stated before, no ions are emitted from the anode, but atoms are emitted from the anode material due to vaporization. These atoms are ionized by the electrons, and the magnitude of anode voltage drop depends on the ionization energy required, i.e. a high ionization energy increases the space charge zone, and thus, rises the anode voltage drop.
3.3.3 The Arc Column

The arc column is a plasma composed of neutral particles, such as atoms and molecules, and charged particles, such as electrons and ions. The current is carried by the free electrons and ions, and the column is characterized by electrical neutrality, i.e. in any small volume, an equal amount of positive charged particles and negative charged particles exist. The electrical neutral field produces a uniform electrical field in the arc column.

The electrical field gradient in the arc column is in the order of $10^3$ V/m, and thus, much lower than the electrical field gradients in the cathode region and the anode region. This is illustrated in Figure 3.2. Also, the figure illustrates a constant electrical field by the straight line voltage characteristic.

3.3.4 A Mathematical Model of the Electrical Arc

By considering each of the three regions in the arc, a mathematical model describing the behavior of the arc can be derived. In [28, Chapter 6] and in [6], a model describing the cathode region is presented, and in [28, Chapter 6] models describing the anode region and the arc column are presented. However, these models depend on variables, such as the temperature at different locations in the arc, which are difficult to measure or estimate. Moreover, a complex and detailed model of the arc process is not necessary for controlling the GMAW process.

Instead of having a model describing the different mechanisms in the three regions, the arc can be modelled as some relationship between the total arc voltage, $U_a$, the welding current, $I$, and the arc length, $l_a$. Here, a linear model as shown below is used. Such model is used in numerous works for GMAW modelling and control, see for example, [11], [21], and in [20].

$$U_a = U_0 + R_a I + E_a l_a$$  \hspace{1cm} (3.8)

Considering the description given in the former three sections, the different terms in this equation can be explained. The constant $U_0$ could represent the two space charge zones, the latter two terms could represent the voltage drop over the arc column, as this region must depend both on the current and the length. For strong currents, more collisions occur in the arc column than for low currents, and more
collisions give a larger voltage drop. Such dependence of the current can be modelled by a resistance, $R_a$. The dependence of the arc length can also be explained, as the longer the arc is, the longer do the electrons and ions have to travel. This affects the arc voltage, as more collisions occur for a long arc length than for a small arc length, and more collisions give an increased voltage drop. Clearly, the model presented in equation 3.8 is not accurate, as the arc is very complex. For example, in [28, Chapter 6] it can be seen, that the arc voltage is rather a nonlinear function with respect to the welding current and the arc length.

### 3.4 Drop Dynamics

In GMAW, the electrode is melted by Ohmic heating and anode heating. Ohmic heating is the energy developed by the current and the ohmic resistance in the electrode, and anode heating is the energy from the arc which melts the anode. So, during welding, liquid metal is continuously added to the drop at the tip of the electrode, and at some point the pendant metal drop is detached from the electrode. Some metal is left at the tip of the electrode, and a new drop starts forming. Basically, drop detachment occurs when the surface tension, which keeps the drop attached to the electrode, is exceeded by other forces affecting the drop, or otherwise, can not stop a downward movement of the drop. Thus, to model the GMAW process, the forces affecting the drop, and also, the drop dynamics must be taken into account.

In [2], the pendant drop at the tip of the electrode was described by a mass-spring-damper system, and normally, this model will be encountered in the literature. However, in [26], the mass-spring-damper system was refined, as the shape of the drop was taken into account. No matter which model is used for describing the system, a high degree of inaccuracy will exist in the model due to the almost chaotic behavior of the pendant drop system. Therefore, the model developed in [26], being somewhat more complex, will not be used in this thesis.

The mass-spring-damper model describing the pendant drop system is stated below, and moreover, illustrated in Figure 3.4. $m_d$ is the mass of the drop, which varies in time, $F_T$ is the total force affecting the drop, $x_d$ is the drop position, $b_d$ is the damper constant, and $k_d$ is the spring constant.
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\[ m_d \ddot{x}_d = F_T - b_d \dot{x}_d - k_d x_d \]  \hspace{1cm} (3.9)

\[ \dot{m}_d = M_R \rho_e \]  \hspace{1cm} (3.10)

The forces that affect the drop, and which are included in (3.4), are a force due to gravity, a force caused by electromagnetic induction, a force caused by aerodynamic drag, and a momentum force accounting for the change of mass in the drop, and also, accounting for the speed of the material added to the drop. Other forces also affect the drop but the four forces, suggested here, are considered as the most significant forces in the system. Also, this set of forces is used in [21] and [11]. So, the total force \( F_T \) can be described by the following expression.

\[ F_T = F_g + F_{em} + F_d + F_m \]  \hspace{1cm} (3.11)

\( F_g \) is the gravitational force, \( F_{em} \) is the electromagnetic force, \( F_d \) is the drag force, and \( F_m \) is the momentum force. In the following sections an expression for each force will be derived. In general, it is assumed that the electrode is pointing directly downwards (90° to the water surface) towards a workpiece lying flat in a horizontal position.

Figure 3.4: A) The pendant drop modelled as a mass-spring-damper system. B) A free body diagram of the mass-spring-damper system.
3.4.1 Gravity

The drop has a mass, and thus, is affected by gravity. The gravitational force $F_g$ is given by equation (3.12).

\[ F_g = m_d g \] (3.12)

3.4.2 Electromagnetic Force

The electromagnetic force acting on the drop is a result of current flow within the electrode, including the drop. The current flow within the electrode generates a magnetic field circling the current path. The current path does not necessarily follow a straight line parallel to the electrode, but rather, the current path tends to diverge or converge in the drop. If the current flow either diverges or converges, an axial force acting on the drop will be generated by the current and the induced magnetic field. This axial electromagnetic force is also referred to as the Lorentz force. In Figure 3.5 the electromagnetic force acting on a small element in the drop is shown. The figure shows the electromagnetic force for a diverging and a converging current path.

![Figure 3.5: The electromagnetic force acting on a small element in the drop, respectively, for a diverging and a converging current path.](image)

The total electromagnetic force acting on the drop can be calculated by integrating the electromagnetic force acting on all elements within the drop. The electromagnetic force $f_{em}$ for each small element can be expressed as below. Notice, that in this section, and also, in Appendix A and in Appendix B, boldface letters represent vectors, but in general, throughout the thesis, the boldface notation will not be used.
\[ f_{em} = J \times B \] (3.13)

\( J \) is the current density, and \( B \) is the magnetic field. In [28, Chapter 3], the electromagnetic force \( f_{em} \) is referred to as a Maxwell stress, and moreover, in [28, Chapter 3], it is rewritten as shown below.

\[ f_{em} = J \times B = \frac{1}{\mu} (\nabla \times B) \times B \Rightarrow \] (3.14)

\[ f_{em} = -\frac{1}{2\mu} \nabla (B^2) + \frac{1}{\mu} (B \cdot \nabla) B \] (3.15)

One of Maxwell’s equations and some technical calculations are used for obtaining this result. Equation (3.15) contains two terms. If the current path follows a straight line parallel to the electrode, the first term gives rise to a radial inward acting force, acting on elements within the drop. However, if the current path either diverges or converges, the electromagnetic force will either have a downward or an upward component (as shown in Figure 3.5). The second term in equation (3.15) expresses the rotational force, also acting within the drop. In Appendix A, the force contributions from, respectively, the first and the second term are calculated for a small element within the drop. From the results of these calculations one can see that the second term is purely rotational, both for a parallel current path and for a diverging or converging current path, while the first term gives rise to an axial force for a diverging or converging current path.

For a rigid and symmetrical body, every rotational force acting on a small element is cancelled out by a force acting on the opposite element in the rigid and fixed body. Thus, this results in a net force equal to zero. However, the liquid metal drop is not rigid, and the forces do no cancel out, but rather, the drop starts rotating. In spite of that, the contribution from the rotational part of the electromagnetic force is, in general, neglected in the literature when deriving the total electromagnetic force acting on the drop. The reason why the rotational part can be neglected is the relative slow time constant for the rotation in comparison with the rate of drop detachments, and moreover, as shown in [27], that the magnetic diffusion process is much faster than the fluid convection within the drop.

Now, by neglecting the second term in equation (3.15), the total electromagnetic
force acting on the drop can be found by integrating all contributions from the first term.

\[ F_{em} = \int_{V_d} f_{em} dV = -\int_{S_d} \frac{B^2}{2\mu} n dS \]  

(3.16)

In [5], a similar expression for the total electromagnetic acting on the drop was used for deriving a number of, more suitable, expressions for the total electromagnetic force. The expressions for the total electromagnetic force were calculated for spherical drops with a radius of, respectively, greater than than the electrode radius, equal to the electrode radius, and less than the electrode radius. Moreover, in [27], the electromagnetic force was calculated for drop shapes observed from experimental images. Drops were modelled as truncated ellipsoids, but having a polynomial description of the neck of the drop.

Normally, in the literature, one will find only one formula expressing the electromagnetic force acting on the drop. This is the formula derived in [5] for a drop radius greater than the radius of the electrode. That formula will also be adopted as the sole expression, used in this thesis, for the electromagnetic force. The reason for adopting this expression as well, is because of the somewhat unpredictable shape of the drop in practical welding. For example, often the arc does not necessarily follow a straight line directly to the workpiece, but rather, tends to be curved, and thereby, affecting the direction and size of electromagnetic forces acting within the drop, and causing the drop to deform. In general, the shape of the drop is a result of the surface tension and all other forces or stresses acting within the drop. So, it is difficult to model the shape of the drop, and also, it is difficult to model the current path within the drop. Therefore, with respect to the shape of the drop, a reasonable compromise seems to be a spherical shape. Moreover, drops in pulsed GMAW, which is one of topics of this thesis, tends to have a diameter equal to or slightly larger than the electrode, and therefore, using an expression based on a drop radius larger or equal to the radius of the electrode also seems to be reasonable.

The derivation of the final expression is rather technical, and in [5] some parts are left out. To provide a better understanding of the expression it is derived in Appendix B. From [5] and Appendix B we have the following expression for the electromagnetic force acting on the drop.
\[ F_{em} = \frac{\mu_0 I^2}{4\pi} \left[ \ln \left( \frac{r_d \sin \theta}{r_e} \right) - \frac{1}{4} - \frac{1}{1 - \cos \theta} + \frac{2}{(1 - \cos \theta)^2} \ln \left( \frac{2}{1 + \cos \theta} \right) \right] \]

\[ (3.17) \]

The parameters are the current, \( I \), the electrode radius, \( r_e \), the drop radius, \( r_d \), and moreover the angle \( \theta \), which is used for describing the size of the conducting zone, see Figure 3.6.

![Conducting Zone](image)

**Figure 3.6:** Current flows through the conduction zone, but not through the rest of the drop surface. The conduction zone is described by the angle \( \theta \).

In Figure 3.7, equation (3.17) is plotted as a function the current, and for three different \( \theta \). For all plots the electrode radius, \( r_e \), is equal to 0.005 m, and the drop radius, \( r_d \), is equal to 0.006 m. As it can be seen, the magnitude of the electromagnetic force increases for increasing current. In fact, it increases with the square of the current. A conducting zone described by either \( \theta \) equal to 90° or \( \theta \) equal to 67.5°, results in a positive force, while a conducting zone given by 45°. So, a \( \theta \) equal to 90° or 67.5° corresponds to a diverging current, and a \( \theta \) equal to 45° corresponds to a converging current. Moreover, in Figure 3.8 it can be seen how the electromagnetic force depends on the drop radius, \( r_d \).
Section 3.4: Drop Dynamics

3.4.3 Aerodynamic Drag

As explained in Chapter 2, a shielding gas envelops the arc region and protects the arc and the workpiece from contamination. In GMAW, the shielding gas is provided from a gas cup covering the electrode. The shielding gas, having a velocity $v_p$, passes around the drop and affects the drop with a force caused by aerodynamic drag. In GMAW, the contribution from aerodynamic drag on the drop can be approximated by a force acting on a spherical object immersed in a fluid stream [2].

$$F_d = \frac{1}{2} C_d A_d \rho_p v_p^2$$  \hspace{1cm} (3.18)
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$C_d$ characterizes the shape of the drop, in this case a sphere, $A_d$ is the area of the drop seen from above, and not covered by the electrode cross area, $\rho_p$ is the density of the plasma (ionized shielding gas), and $v_p$ is the velocity of the plasma.

### 3.4.4 Momentum Force

In GMAW, the mass of the drop changes continuously with the metal melted from solid part of electrode. To account for this change of mass and the speed of the material added to the drop, a force $F_m$ is introduced. This force is called the momentum force. In [2] and [21] such a force is also used to account for the change in mass. The force can be derived by considering the change in momentum of the pendant drop system. In Figure 3.9 the system is shown.

![Figure 3.9: Change in momentum.](image)

From Figure 3.9 we have that

\[
\begin{align*}
    z &= z_0 + x_d \\
    \dot{z} &= \dot{z}_0 + \dot{x}_d
\end{align*}
\]

Figure 3.9 shows that the electrode moves towards the drop with a velocity $v_e$. This means that every small piece of solid electrode moves with this velocity. This includes $\Delta m_d$ at time $t$. In steady state the melting speed equals the electrode speed $v_e$, and thus, the variable $z_0$ is a constant, and $\dot{z}_0$ will be equal to zero. For deriving an expression for $F_m$, it is assumed that $z_0$ is a constant.
Now, using Figure 3.9, the momentum of the shaded material at time \( t \) and the momentum at time \( t + \Delta t \) can be derived, that is, \( p(t) \) and \( p(t + \Delta t) \).

\[
p(t) = \Delta m_d v_e + m_d \dot{x}_d, \quad \text{because} \quad \dot{z} = \dot{x}_d \quad (3.21)
\]

At time \( t + \Delta t \), the velocity of the drop, \( \dot{x}_d \), can be expressed as \( \dot{x}_d(t + \Delta t) = \dot{x}_d + \Delta \dot{x}_d \). So, we have

\[
p(t + \Delta t) = (m_d + \Delta m_d)(\dot{x}_d + \Delta \dot{x}_d)
= m_d \dot{x}_d + m_d \Delta \dot{x}_d + \Delta m_d \dot{x}_d + \Delta m_d \Delta \dot{x}_d
\approx m_d \dot{x}_d + m_d \Delta \dot{x}_d + \Delta m_d \dot{x}_d \quad (3.22)
\]

The change in momentum is given by

\[
p(t + \Delta t) - p(t) = m_d \Delta \dot{x}_d + \Delta m_d \dot{x}_d - \Delta m_d v_e \quad (3.23)
\]

By dividing by \( \Delta t \) and taking the limit, an expression for the derivative of the momentum is obtained. Also, the derivative of the momentum \( dp/dt \) equals the sum of all external forces, \( F_{ext} \). The external forces are the gravitational force, \( F_g \), the electromagnetic force, \( F_{em} \), and the aerodynamic drag force, \( F_d \).

\[
\frac{p(t + \Delta t) - p(t)}{\Delta t} = m_d \frac{\Delta \dot{x}_d}{\Delta t} + \dot{x}_d \frac{\Delta m_d}{\Delta t} - v_e \frac{\Delta m_d}{\Delta t} \Rightarrow
\frac{dp}{dt} = m_d \ddot{x}_d + \dot{x}_d \dot{m}_d - v_e \dot{m}_d = F_{ext} \quad (3.24)
\]

Now, it is assumed that the speed of the electrode is much faster than the speed of the drop, such that \( v_e \gg \dot{x}_d \), even though, this might not always be true. By introducing this assumption the same expression for \( F_m \) as used in [2] and [21] is obtained. So, the momentum force, \( F_m \), is given by

\[
F_m = v_e \dot{m}_d \quad (3.25)
\]
3.5 Drop Detachment

During the welding process liquid metal is continuously added to the drop at the tip of the electrode, and at some point, the drop is detached from the electrode. Detachment happens when the surface tension of the drop is no longer able to support the drop attached to the electrode. Typically, drop detachment has been modelled by two different models: The static force balance model (SFBM) [2], and a model based on the pinch instability theory (PIT) [28, Chapter 3]. The SFBM predicts drop detachment by comparing the surface tension of the drop with the external forces exerted on the drop. Thus, in the SFBM the dynamics of the drop is not taken into account when predicting the occurrence of drop detachment. However, in [16], dynamics are taken into account by including the inertia force in the SFBM. This results in a dynamic model, which in [16] is called the dynamic force balance model (DFBM). Both the SFBM and the DFBM predicts drop detachment by evaluating forces affecting the drop against the surface tension supporting the drop. However, the pinch instability theory (PIT) results in a different detachment criterion. Based on the pinch instability theory, a detachment criterion can be derived that does not rely on balance of axial forces, but rather relies on radial forces.

The surface tension force, $F_s$, is in, for example, [11] expressed as the surface tension force in the zone in which the neck of the drop starts to form. The neck starts to form close to the electrode, and thus, the radius of the electrode, $r_e$, is used to derive the expression for the surface tension force. $\gamma$ is the surface tension coefficient for the electrode material.

$$F_s = 2\pi r_e \gamma$$

(3.26)

The SFBM does not include any dynamics of the pendant drop. Hence, detachment occurs if the maximal surface tension force, $F_s$, is exceeded by the total force, $F_T$, affecting the drop.

$$\text{SFBM, detachment if } F_T > F_s$$

(3.27)

In the DFBM, described in [16], the inertia force is included in the detachment criterion. So, the following criterion is obtained.
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DFBM, detachment if \( F_T + m_d \ddot{x}_d > F_s \)  \hspace{1cm} (3.28)

In [28, Chapter 3], the detachment criterion, based on the pinch instability theory, is derived. Detachment occurs if critical drop radius, \( r_{dc} \), is exceeded. In Appendix C the derivations resulting in the pinch instability criterion are shown.

\[
\text{PIT, detachment if } r_d > r_{dc} \hspace{1cm} (3.29)
\]

where

\[
r_{dc} = \frac{\pi (r_d + r_e)}{1.25 \left( \frac{r_{d}+r_e}{r_d} \right) \left( 1 + \frac{\mu_0 I^2}{2\pi \gamma (r_d+r_e)} \right)^{\frac{1}{2}}} , \hspace{0.5cm} r_d = \left( \frac{3m_d}{4\pi \rho_e} \right)^{\frac{1}{2}} \hspace{1cm} (3.30)
\]

In GMAW, the current interacts with the induced magnetic field, and thus, generating forces acting inward and radially within the drop, and hence, squeezes the drop from the electrode. It is this phenomenon, called the pinch effect, that is modelled in equation (3.30). The SFBM and the DFBM do not take the pinch effect into account, and therefore, at strong currents, where the pinch effect is especially strong, the PIT model is the best drop detachment model. However, at low currents both the SFBM and the DFBM provides better estimates of drop detachment, see SFBM versus PIT in [24]. Therefore, the best solution, using the models described above, is some combination between the models. However, when considering pulsed welding, the PIT model could be used as the sole drop detachment estimator, as drops tend to detach at the strong current pulses.

At detachment, some part of the liquid metal forms an isolated drop which traverses towards the weld pool, while the rest of the liquid metal is left on the tip of the electrode. In [11], an equation is presented for the volume of the liquid material left on the electrode.

\[
\text{After detachment, } V_d = \frac{m_d}{2\rho_r} \left( \frac{1}{1 + e^{-\kappa x}} + 1 \right) , \hspace{0.5cm} \kappa = 100 \text{ s/m} \hspace{1cm} (3.31)
\]
3.6 Melting Rate

Current flows through the electrode and the arc. At the tip of the electrode, assumed to be the anode, the surface is bombarded by electrons travelling through an electrical field having a very steep gradient. This accelerates the electrons and the high energy of the accelerated electrons is absorbed at the anode, causing the anode to melt. Moreover, the electrode is heated by the current flowing through it. This heat, called Ohmic heating, is caused by the ohmic resistance of the electrode.

In [29], an extensive study of both the anode and the cathode melting rate is presented. However, only the anode melting rate is considered in this thesis. In [29], it is found that two heat sources affect the anode melting rate. These are the anode heating, $H_a$, and the Ohmic heating. The anode heating is expressed by the following equation.

$$H_a = c_{an}(V_{an} + \phi_w)I \quad (3.32)$$

$V_{an}$ is the anode voltage drop (not to be confused with the arc voltage), $\phi_w$ is the anode thermionic work function, $I$ is the welding current, and $c_{an}$ is a constant. The first term, $c_{an}V_{an}I$, expresses the kinetic energy of electrons bombarding the anode. The kinetic energy is developed in the electrical field close to the anode. The second term, $c_{an}\phi_w I$, expresses the energy of condensation. This is the energy released when electrons are absorbed into the lattice of the electrode material.

In [29], an expression for the melting rate caused by anode heating is presented. Also, the expression is stated below. $c_1$ is a constant.

$$M_{R,a} = c_1 I \quad (3.33)$$

If the stick-out, $l_s$, is different from zero, which is the case in GMAW, energy loss due to electrical resistance heats the electrode, and thus, contributes to the melting rate. In [29], this component is expressed as below. $c_2$ is a constant.

$$M_{R,j} = c_2 l_s I^2 \quad (3.34)$$
Equation (3.33) and equation (3.34) describe the steady state melting rate for, respectively, the anode heating and the Ohmic heating. By adding the two equations, an expression for the total steady state melting rate, $M_R$, is obtained.

$$ M_R = M_{R,a} + M_{R,j} = c_1 I + c_2 l_s I^2 $$

(3.35)

The constant $c_2$ can be calculated using the parameters describing the electrode, basically, the electrode resistivity and the electrode diameter. The other constant, $c_1$, also depends on the electrode parameters. Here, the components of the electrode material and the anode diameter play a significant role. Equation (3.35) can also be expressed as a melting speed $v_m$. $k_1$ and $k_2$ are the melting speed constants.

$$ v_m = k_1 I + k_2 l_s I^2 $$

(3.36)

It is interesting to notice that the melting rate does not depend on the type of gas used, even though, the arc temperature depends on the gas used. This is due to the fact that arc radiation is insignificant as a heat source affecting the electrode. This fact is reported in [29] and in [31]. Instead, the type of gas used is important when it comes to shielding the arc and the weld pool against the ambient atmosphere, and moreover, the shielding gas is important for arc ignition and arc stability [31].

## 3.7 The GMAW model

In the former sections, equations describing different parts of the GMAW process were presented. Using these equations, a total model describing the GMAW process is derived in this section. This model is similar to the model found in [21]. The total model presented in this section will later be used for simulating the process, and also, for developing algorithms for control of the GMAW process.

First, let us define a number of inputs, outputs, and states for the model. These are given below.

### States:
- $x_1 = I$ : welding current.
- $x_2 = l_a$ : arc length.
• \( x_3 = x_d \): drop displacement.
• \( x_4 = v_d \): droplet velocity.
• \( x_5 = m_d \): drop mass.
• \( x_6 = l_c \): contact tip to workpiece distance.

Outputs:
• \( y_1 = I \): welding current.
• \( y_2 = l_a \): arc length.

Inputs:
• \( u_1 = U_c \): control voltage.
• \( u_2 = v_e \): electrode speed.
• \( u_3 = v_c \): contact tip to workpiece velocity.

Now, the welding process can be described by the following nonlinear system.

\[
\begin{align*}
\dot{x} &= f(x) + g(x)u \\
y &= h(x) \\
x &= m(x) , \text{ if } L(x,u) > 0
\end{align*}
\]

Equation (3.37) describes the system dynamics, equation (3.38) describes the outputs of the system, and equation (3.39) contains a reset condition, \( L(x,u) \), and also, (3.39) how to reset the states. We have

\[
\begin{align*}
\dot{x}_1 &= \frac{1}{L_m + L_w} \left( u_1 - \left( R_w + R_a + \rho_r(x_6 - x_2) \right)x_1 - U_0 - E_ax_2 \right) \\
\dot{x}_2 &= v_m - u_2 - u_3 \\
\dot{x}_3 &= x_4 \\
\dot{x}_4 &= \frac{1}{x_5} \left( -k_d x_3 - b_d x_4 + F_1 + M_R \rho_e u_2 \right) \\
\dot{x}_5 &= M_R \rho_e \\
\dot{x}_6 &= u_3 \\
y_1 &= x_1 \\
y_2 &= x_2
\end{align*}
\]
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The current dynamics, stated in equation (3.40), are derived from (3.1), (3.4) and (3.8). The dynamics describing the arc length, that is equation (3.41), is derived from (3.7). The derivative of the drop position, $x_3$, is drop velocity, $x_4$. This is stated in equation (3.42). The dynamics of the drop velocity is stated in equation (3.43), which is derived from (3.9) and (3.11). Equation (3.44), describing the drop mass dynamics, is given by (3.10). The derivative of the contact tip to workpiece distance, $x_6$, equals the the contact tip to workpiece velocity. This is stated in (3.45).

Functions used in equations above are stated below. Notice, that the melting rate, $M_R$ [$m^3/s$], has been expressed as a melting speed, $v_m$ [m/s].

$$F_1 = F_{em} + F_g + F_d$$  \hspace{1cm} (3.48)
$$F_{em} = \frac{\mu_0 x_1^2}{4\pi} \ln \left( \frac{r_d \sin \theta}{r_e} \right) - \frac{1}{4} - \frac{1}{1 - \cos \theta} + \frac{2}{(1 - \cos \theta)^2} \ln \left( \frac{2}{1 + \cos \theta} \right)$$  \hspace{1cm} (3.49)
$$F_g = gx_5 \hspace{0.5cm}, \hspace{0.5cm} g = 9.82 \text{ m/s}^2$$  \hspace{1cm} (3.50)
$$F_d = \frac{1}{2} C_d A_d \rho_p v_p^2$$  \hspace{1cm} (3.51)
$$M_R = c_1 x_1 + c_2 \rho_r x_1^2 (u_3 - x_2)$$  \hspace{1cm} (3.52)
$$v_m = k_1 x_1 + k_2 \rho_\phi x_1^2 (u_3 - x_2)$$  \hspace{1cm} (3.53)
$$r_d = \left( \frac{3x_5}{4\pi \rho_e} \right)^{\frac{1}{2}}$$  \hspace{1cm} (3.54)

The reset values are shown below. This correspond to $m(x)$ in equation (3.39). The value for $x_5$ is obtained from (3.31). The reset condition $L(x,u)$ is given by either SFBM, DFBM, PIT, or a combination thereof, see Section 3.5.

**Reset conditions:**

**IF:** detachment criterion fulfilled

**THEN:**

$$x_1 := x_1$$  \hspace{1cm} (3.55)
$$x_2 := x_2$$  \hspace{1cm} (3.56)
$$x_3 := 0$$  \hspace{1cm} (3.57)
3.8 Simulations

A simulation program for simulating the GMAW process has been developed. The program has been developed in Simulink, and it is based on the model of the GMAW process described in the former section. To illustrate the behavior of the simulation program, an experiment has been performed on the simulation program, and for this experiment, series of data have been collected. The experiment and the data are presented in this section. The simulation program which has been developed in Simulink is illustrated in Figure 3.10.

\[
x_4 := 0 \quad (3.58)
\]
\[
x_5 := \frac{x_5}{2} \left( \frac{1}{1 + e^{-\kappa x_4}} + 1 \right), \quad \kappa = 100 \text{ s/m} \quad (3.59)
\]
\[
x_6 := x_6 \quad (3.60)
\]

In the experiment, a input control voltage, \( u_1 \) of 21 V, plus pulses of additional 7 V, starting a time \( t = 0.1 \) s, are applied to the simulated process. The pulses are used to provide drop detachment. Moreover, an additional 300 Hz signal with an amplitude of 1 V is added to the input control signal to simulate voltage ripple from the welding machine. The wire feed speed, \( u_2 \), which is the second input, is set to 10 m/min. To simulate disturbances in the contact tip workpiece distance, \( l_c \), bandlimited Gaussian noise is added to the mean distance set to 0.015 m. The
bandlimited Gaussian noise has a mean equal to zero, a variance equal to 0.002², and moreover, the Gaussian noise is bandlimited at 20 Hz, but ensuring that the energy in the noise signal is maintained. The derivative of the generated \( l_c \) is used as the third input, \( u_3 \). The three inputs are illustrated in Figure 3.11. For simulating drop detachments, only the PIT model is used. The total length of the simulation is set to 0.5 s, and moreover, the value of all constants and parameters used in the model can be found in the Nomenclature.

![GMAW Model Diagram](image)

Figure 3.11: Illustration of the inputs used in the experiment.

The control voltage, \( u_1 \), is shown in the first plot in Figure 3.12. The second plot in Figure 3.12 shows the drop detachment events generated by the PIT detachment model. As it can be seen, not all pulses result in a drop detachment.

In Figure 3.13 the welding current, \( x_1 = I \), the arc length, \( x_2 = l_a \), and the contact tip to workpiece distance, \( x_6 = l_c \) are shown. From the first plot in Figure 3.13 it can be seen that when the sequence of pulses are initiated the current rise and fall with the pulses as it can be expected. From the second plot in Figure 3.13 it can be seen that the average arc length is increased after initiation of the pulses. This increase in arc length is caused by the increased average voltage. Also, the arc length is affected by the noise and disturbance included in the system. The last plot in Figure 3.13 shows the contact tip to workpiece distance, which varies according to bandlimited Gaussian noise.

In Figure 3.14 the drop position, \( x_3 = x_d \), the drop velocity, \( x_4 = v_d \), and the mass of the drop, \( x_5 = m_d \) are shown. From the third plot in Figure 3.14 it can be seen that the mass of the drop grows until \( t = 0.1 \) s, where the first pulse is initiated, and at drop detachment the states are reset. From the first and the second plot, the oscillations of the drop can be seen.
In Figure 3.15, the electromagnetic force, $F_{em}$, the gravitational force, $F_g$, the momentum force, $F_m$, and the drag force, $F_d$, are shown. Notice that the scale on the $F_{em}$-plot is 5 times larger, and the scale on the $F_d$-plot is 5 times smaller than the scale on the plots for $F_g$ and $F_m$. The electromagnetic force depends on the current, and thus, the peaks occur for strong currents. For strong currents, the electromagnetic force is much larger than the other forces, especially, the drag force and the gravitational force.

In Figure 3.16, the drop radius, $r_d$, and the melting speed, $v_m$, are shown. As it can be seen from the first plot, the drop becomes rather large before initiation of the pulses at $t = 0.1$ s. From the second plot, it can be seen that the melting speed is increased during the pulses. This is the case, as the melting speed depends on the welding current.

### 3.9 Discussion and Conclusion

A mathematical model describing the GMAW process has been described, and moreover, a simulation program based on the model has been developed. The model is based on mathematical descriptions of different parts of the total process.
excluding the weld pool. These parts are the electrical circuit, the arc, the drop dynamics, the drop detachment process, and the melting rate. The model describes the overall behavior of the process, but it is not assumed that model constitute a precise description of the process. In fact, several parts of the model are rather imprecise as explained in the following.

- The current dynamics, derived from the mathematical description of the electrical circuit, depends on the wire inductance which varies with the type of wire used and the length of the wire.
- The behavior of the arc process is very complex, and the model used in this work does only describe some basic voltage characteristic of the process. The model can only be considered to be valid for some region (current and arc length), and also, the parameters used in the model must be considered as rather imprecise. For example, the parameters depend on the exact gas mixture and the exact components in the electrode material.
- The drop dynamics is based on a lumped model describing the process as a
simple mass-spring-damper system, and thus, some discrepancy between the real process and the model must be expected. Also, the equation describing the electromagnetic force, which is the most significant force, can not be expected to be precise due to the assumptions made. For example, is it assumed that drop is always spherical.

- Three drop detachment models are presented, and non of these give a precise description of the complex drop detachment process.
- The melting rate model is a steady state model, and thus, in a transient phase the model is not precise.

However, in spite of these discrepancies the model should not be rejected, but instead one should be cautious when using the model for simulation and control, and likewise, one should be cautious when drawing conclusions based on the model.
Figure 3.15: Pulses are applied to the control voltage at time $t = 0.1$ s. The plots show the electromagnetic force, the gravitational force, the momentum force, and the drag force. Notice the scale on the plots.
Figure 3.16: Pulses are applied to the control voltage at time $t = 0.1$ s. The plots show the drop radius and the melting speed.
Dynamic Melting Rate Model

In this chapter the electrode melting rate is considered. Two models are developed for calculating the melting rate. The first model is referred as the full dynamic melting rate model, and the second model is referred to as the reduced dynamic melting rate model. The second model is suited for control algorithms, while the first model is best suited for simulation due to the computations required.

4.1 Melting Rate

In GMAW, current flows through the electrode and the arc. At the tip of the electrode, assumed to be the anode, the surface is bombarded by electrons travelling through an electrical field having a very steep gradient. This accelerates the electrons and the high energy of the accelerated electrons are absorbed at the anode, causing the anode to melt. Also, Ohmic heating, caused by the current and the ohmic resistance, provides energy to the electrode. Thus, contributing to the melting of the electrode.

In Chapter 3 a steady state melting rate model was presented. For changing current, as in pulsed welding, such a model might prove to be inadequate, as it does not take melting rate dynamics into account. Therefore, in this chapter a dynamic melting rate model is derived. Moreover, derivation of a dynamic melting rate model also illuminates the actual behavior of the process, and thus, contributes to the overall understanding of the process.

In [41] a theoretical model of the GMAW process including prediction of the anode temperature profile and the melting rate is presented. Also, in [41] the anode temperature profile and the melting rate were simulated by using an energy conservation equation for describing the electrode, and moreover, to handle the moving electrode, electrode elements were added to the electrode at each time
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In this chapter a dynamic melting rate model, similar to the thermal model to be found in [37], will be derived. In [37], and in similar works, the moving anode is handled by removing discrete pieces of the electrode above the melting point. This is not the case for the model derived in this chapter, because of the choice of coordinate system. Here, the coordinate system is fixed at the electrode melting point interfacing the drop. Moreover, compared to [35], the contact point heating and the effect of a changing mass are included in the model presented here. In Section 4.2, the full dynamic model describing the temperature profile and the melting rate is derived. Control of the welding process is the overall objective in this thesis, and therefore, control must be taken into account when developing a dynamic melting rate model. The full dynamic melting rate model, derived in Section 4.2, contains many states and numerous calculations, and thus, is not suitable to be included in a welding control algorithm. Therefore, in Section 4.3, the full dynamic melting rate model is recalculated and rewritten in a reduced form which is more suitable for control. In Section 4.4, the full model and the reduced model are compared, and moreover, the melting rates for both models are compared with experimental data.

4.2 A Dynamic Melting Rate Model

In this section a dynamic melting rate model is derived. This model will be referred to as the full dynamic melting rate model to distinguish this model from the reduced model, derived in Section 4.3. The model presented in this section has been developed in connection with a student project at Aalborg University [7].
4.2.1 System Overview

In Figure 4.1 the system including the drop, the melting. \( T \) is the temperature, \( T_m \) is the melting point, \( T_d \) is the drop temperature, \( l_s \) is the stick-out, \( l_c \) is the length of the contact region, \( x \) is a distance measured from the melting point, and \( t \) is the time. To develop a detailed model of the melting rate, the system shown in this figure must be considered. Thus, the system is divided into three parts, the drop, the melting point, and the electrode above the melting point. Moreover, the latter is divided into a number of sections to characterize the temperature profile of the electrode. The three parts will be considered in the following.

![Diagram of the system](image)

Figure 4.1: The system considered for deriving a model describing the melting rate. The drop, the melting point, the solid electrode, and the contact point are included.

4.2.2 The Drop

During welding the solid electrode is melted and liquid metal is added to drop. At some point the drop detaches and the process starts all over. To characterize the drop, conservation of mass and energy is considered.

From drop beginning to drop detachment, the mass of the drop can be described
by an equation describing the conservation of mass.

\[
\frac{dm_d}{dt} = v_m \rho A \tag{4.1}
\]

\(m_d\) is the mass of drop, \(v_m\) is the melting speed, \(\rho = \rho_e\) is the metal density, and \(A = A_e\) is the cross section area of the electrode.

Let \(h_d\) be the specific inner energy (heat per mass), let \(T_m\) be the melting point temperature, let \(h_m\) the heat of fusion, let \(c\) be the specific heat capacity below the melting point, and let \(c_m\) be the specific heat capacity above the melting point, see Figure 4.2. Let \(P_a\) be the anode heat flow, primarily originating from electron kinetic energy and electron absorption, and furthermore, let \(P_d\) be the drop heat flow, expressing the heat flux between the drop and solid electrode. Using these terms conservation of energy for the drop can be expressed as

\[
\frac{d(m_d h_d)}{dt} = h_d \frac{dm_d}{dt} + m_d \frac{dh_d}{dt} = P_a + v_m \rho A (cT_m + h_m) - P_d
\]

\[
\Rightarrow [cT_m + h_m + c_m(T_d - T_m)] v_m \rho A + m_d c_m \frac{dT_d}{dt} = P_a + v_m \rho A (cT_m + h_m) - P_d
\]

\[
\Leftrightarrow c_m(T_d - T_m) v_m \rho A + m_d c_m \frac{dT_d}{dt} = P_a - P_d \tag{4.2}
\]

According to [29] the heat supplied to the tip of the electrode comes from, respectively, kinetic energy of the electrons and the energy of condensation. A high anode temperature causes electrons to be emitted from the anode, and thus, surrounding the anode. This cloud of electrons generates a thin, but very strong electrical field. Electrons are accelerated and collects considerable kinetic energy in the electrical field, and next, when colliding with the anode surface the energy is released. Colliding electrons are absorbed into the lattice of the metal and energy is released in this process. The energy released corresponds to the work function \(\phi_a\), which is the minimum energy needed to remove an electron from the surface. In [29] the following equation for the anode heat flow, \(P_a\), is presented. \(V_{an}\) is the anode voltage.
\[ P_d = c_{an} (V_{an} + \phi_w) I \] (4.3)

Some energy is lost to ionization of gas molecules and metal vapors, and a minor fraction of the energy is lost to radiation. The constant \( c_{an} \) accounts for these losses.

\( P_d \) expresses the heat flow between the drop and the solid electrode, but it is difficult to find an equation describing this flow. Close to the arc the temperature is very high, but at the solid electrode boundary, the temperature equals the melting point temperature. This gives, as described in [35], a thermocapillary force that causes rotation within the drop from the bottom to top. This phenomenon is called the Marangoni effect. The Lorentz force from the welding current and the induced magnetic field also produces rotation within the drop, although, this rotation is directed around a center vertical axis. Rotation within the drop moves hot particles close to the solid boundary surface, and thus, heat flow is best described by thermal convection and not thermal conduction, see [35]. Also, in [35] experiments and calculations show that thermal convection compared to thermal conduction is 10 to 20 times as significant in this liquid to solid interface layer. In [35] an equation describing the heat flow is derived, and in [37] some dependence between the Peclet Number (Pe) and the heat flow is reported, and moreover some dependence between the Peclet Number and the drop temperature. Thus, a dependence also exists between the drop temperature and the heat flow. This leads to the simple expression, used in this thesis, for the heat flow \( P_d \).
\[ P_d = K_c(T_d - T_m) \]  (4.4)

\( K_c \) is a constant and should be chosen, such that, the convection is 10 to 20 times as significant as thermal conduction [35].

### 4.2.3 The Electrode and The Contact Point

The solid part of the electrode is divided into a number of small elements as shown in Figure 4.1. The temperature of each of these elements can be calculated using the principle of conservation of energy, and thus, all elements constitute a dynamic temperature profile of the electrode. Equations describing the conservation of energy must take into account the electrode movement, and therefore, a system of particles is considered as described in [39].

The inner energy, \( E_p \), for a system of particles (see Figure 4.1) at time instant \( t \) is given below. \( T \) is the temperature, \( x \) is the element location, and \( \Delta x \) is the length of the elements.

\[ E_p(x, t) = A\rho cT(x, t)\Delta x \]  (4.5)

The inner energy for the system of particles at time instant \( t + \Delta t \) is expressed below.

\[
E_p(x, t + \Delta t) = A\rho cT(x, t + \Delta t)\Delta x + A\rho v_m cT(x - \Delta x, t + \Delta t)\Delta t
- A\rho v_m cT(x, t + \Delta t)\Delta t
\]  (4.6)

The total heat flux, \( P_l \), originating from heat conduction at the element boundaries can be expressed as below. \( \lambda \) is the thermal conductivity.

\[
P_l(x, t) = P_{l,in}(x, t) - P_{l,out}(x, t)
= A\lambda \frac{T(x - \Delta x, t) - T(x, t)}{\Delta x} - A\lambda \frac{T(x, t) - T(x + \Delta x, t)}{\Delta x}
= A\lambda \frac{T(x - \Delta x, t) - 2T(x, t) + T(x + \Delta x, t)}{\Delta x}
\]  (4.7)
\[ \Delta E_l(x, t) = A \lambda \frac{T(x - \Delta x, t) - 2T(x, t) + T(x + \Delta x, t)}{\Delta x} \Delta t \] (4.8)

Also, an element is subject to an incremental change in energy due to Ohmic heating. \( \psi = \rho_r \) is the resistivity of the electrode.

\[ P_J(x, t) = \frac{I^2}{A^2} \psi A \Delta x \Rightarrow \] (4.9)

\[ \Delta E_J(x, t) = \frac{I^2}{A} \psi \Delta x \Delta t \] (4.10)

Now, the principle of conservation of energy gives the following result.

\[ E_p(x, t + \Delta t) - E_p(x, t) = \Delta E_l(x, t) + \Delta E_J(x, t) \] (4.11)

\[ \Rightarrow \]

\[ A \rho c T(x, t + \Delta t) \Delta x + A \rho v_m c T(x - \Delta x, t + \Delta t) \Delta t - A \rho v_m c T(x, t + \Delta t) \Delta t = \Delta E_l(x, t) + \Delta E_J(x, t) \] (4.12)

Dividing by \( \Delta x \) and \( \Delta t \), and letting \( \Delta x \to 0 \) and \( \Delta t \to 0 \).

\[ A \rho c T_l(x, t) = A \rho v_m c T_x(x, t) + A \lambda T_{xx}(x, t) + \frac{I^2}{A} \psi \] (4.13)

where the following notation is used

\[ T_x = \frac{\partial T(x, t)}{\partial x} \] (4.14)

\[ T_{xx} = \frac{\partial^2 T(x, t)}{\partial x^2} \] (4.15)

\[ T_t = \frac{\partial T(x, t)}{\partial t} \] (4.16)

Equation (4.13) characterizes the temperature of a chosen element above the melting point, and thus, equation (4.13) can be used for simulation of the temperature profile along the electrode. However, at the contact point, the model needs to be reconsidered. At the contact point the contact tube touches the moving electrode,
and current flows from the tube to the electrode. A small voltage drop can be expected at the contact point, and thus, a contact resistance, $R_c$, can be used as a model. If it is assumed that contact is established in some interval $N_c \Delta x$, then the contact point can be modelled by modifying the resistivity $\psi$. Notice that $\psi$ is a function of the temperature, and see Figure 4.1. $\psi_1$ is the resistivity of the electrode material, and $\psi_2$ is the resistivity in the contact point region.

$$
\begin{align*}
\psi(x, T) &= \psi_1(T), \ x < l_s \\
\psi(x, T) &= \psi_2(T), \ l_s \leq x < l_s + N_c \Delta x \\
\psi(x, T) &= 0, \ x \geq l_s + N_c 
\end{align*}
$$

(4.17)

4.2.4 The Melting Point and The Melting Speed

In this section the melting point is considered. By doing this it is possible to derive an equation expressing the melting speed, $v_m$, or melting rate, $M_R$.

The inner energy, $E_p$, of the melting point element at time instant $t$ is given below.

$$
E_p(0, t) = A \rho c T_m \Delta x
$$

(4.18)

The inner energy, $E_p$, of the melting point element at time instant $t + \Delta t$ is given below. See Figure 4.3 showing the system of particles at time instant $t$ and at time instant $t + \Delta t$.

$$
E_p(0, t + \Delta t) = A \rho c T_m \Delta x + A \rho v_m h_d \Delta t - A \rho v_m c T_m \Delta t
$$

(4.19)

The melting point element is subject to change in energy due to thermal convection from the drop, thermal conduction from the upper solid electrode element, and moreover, Ohmic heating. These energy contributions can be expressed as

$$
\begin{align*}
\Delta E_d &= P_d \Delta t = K_c (T_d - T_m) \Delta t \\
\Delta E_l &= P_l \Delta t = A \lambda \frac{T(\Delta x, t) - T(0, t)}{\Delta x} \Delta t \\
\Delta E_J &= P_J \Delta t = \frac{I^2}{A} \psi \Delta x \Delta t
\end{align*}
$$

(4.20) (4.21) (4.22)
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Figure 4.3: At time $t$ the particle system has the melting temperature, but is still a part of the solid electrode. At time $t + \Delta t$ some part of the particle system is part of the liquid drop.

Now, it is assumed that $c = c_m$, see Figure 4.2. Then the conservation of energy gives the following result.

$$E_p(0, t + \Delta t) - E_p(0, t) = \Delta E_d + \Delta E_l + \Delta E_J$$

$$\Rightarrow A\rho v_m h_m \Delta t = \Delta E_d + \Delta E_l + \Delta E_J$$

(4.23)

Dividing by $\Delta t$, and letting $\Delta x \to 0$ results in an equation expressing the melting speed, $v_m$.

$$v_m = \frac{P_d + P_l}{A\rho h_m} = \frac{K_c(T_d - T_m) + A\lambda T_x(0, t)}{A\rho h_m}$$

(4.24)

Also, this can be expressed as a melting rate, $M_R$.

$$M_R = v_m A = \frac{P_d + P_l}{\rho h_m}$$

(4.25)

4.2.5 Model Summary

The model is illustrated in Figure 4.4, and below, the equations used are summarized.
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Dynamic equation for the mass of the drop:

\[
\frac{dm_d}{dt} = v_m \rho A
\]  

(4.26)

Dynamic equation for the drop energy:

\[
c_m(T_d - T_m)v_m \rho A + m_d c_m \frac{dT_d}{dt} = P_a - K_c(T_d - T_m)
\]  

(4.27)

Partial differential equation describing the dynamics of the electrode, including the contact point:

\[
A \rho c T_t(x, t) = A \rho v_m c T_x(x, t) + A \lambda T_{xx}(x, t) + \frac{I^2}{A} \psi
\]  

(4.28)

Description of the contact point:

\[
\begin{align*}
\psi &= \psi_1, \quad x < l_s \\
\psi &= \psi_2, \quad l_s \leq x < l_s + N_c \Delta x \\
\psi &= 0, \quad x > l_s + N_c
\end{align*}
\]  

(4.29)

Differential equation describing the melting speed, or alternatively, the melting rate, see equation (4.25):
\[ v_m = \frac{K_c(T_d - T_m) + A\lambda T_x(0, t)}{A\rho h_m} \]  

(4.30)

### 4.2.6 Steady State Model Behavior

In the former sections a model describing the dynamic electrode melting system has been derived. In this section a steady state temperature profile of the solid electrode will be presented, simulated at different current levels. This will be done to illustrate the steady state behavior of the process which, in Section 4.3, will be used for developing a reduced order model.

The model describing the dynamic electrode melting system has been implemented in Simulink. The electrode is chosen to be a 1 mm stainless steel electrode, and thus, the physical parameters describing such electrode have been used in the simulations, see the Nomenclature. Three plots in Figure 4.5 shows the steady state temperature profile of the electrode for different currents. Respectively, plots for 80 A, 130 A, and 180 A are shown. 100 elements are used to characterize the electrode, where each element has a length of \( \Delta x = 0.0002 \) m. Moreover, a contact point resistance is distributed from element 51 to element 60. From Figure 4.5 it can be seen that different temperature gradients are caused by the different currents used. However, in spite of different gradients at different currents, the temperature profile can be characterized by a high gradient part and a flat part.

### 4.3 A Reduced Melting Rate Model

In Section 3.6 a simple steady state melting rate model was presented. Unlike the model derived in Section 4.2, which is computational intensive, this model is a simple model suitable for control. However, the steady state melting rate model does not capture the melting rate dynamics. Therefore, the aim in this section is to develop a dynamic melting rate model suitable for control. From the temperature profile shown in Figure 4.5 some conclusions can be drawn. First, in the solid electrode close to the melting point, the temperature gradient is very steep. Second, near the contact tube the temperature gradient is rather flat, but the temperature is somewhat above the ambient temperature, \( T_0 \). Therefore, it
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Figure 4.5: Electrode temperature profiles at different welding currents, respectively, 80 A, 130 A, and 180 A. The lower curve corresponds to 80 A, the middle curve to 130 A, and the upper to 180 A.

might be possible to simulate the electrode temperature profile using only a few elements.

4.3.1 Reduction of the Model

The solid electrode is divided into a number of small elements close to the melting point to account for the steep gradient, and then, the rest of the electrode electrode is divided into a number of larger elements. Here, the "electrode" refers to the piece of metal from the drop to the contact point, plus a piece of electrode wire behind the contact point. In Figure 4.6 this distribution of small and large elements are shown, and as illustrated, the large elements consists of the three elements at distance \( M \), \( N \), and \( P \), respectively. The contact point is located in element \( N \).

In general the derivation of the reduced model is similar to the derivations found in Section 4.2. However, the elements at distance \( L \) and \( M \) need to be considered, as these elements are the interface between the small and the large elements. Before considering the two elements, lets us introduce the following notation.

\[
T_L = T(L, t) \quad (4.31) \\
T_M = T(M, t) \quad (4.32) \\
T_N = T(N, t) \quad (4.33)
\]
First, the element $M$ will be considered. The inner energy, $E_p$, of the element at $x = M$, and at time instant $t$ is given below. Notice, that in the following

$$E_p(M, t) = A\rho c T_M D \tag{4.35}$$

The inner energy, $E_p$, of the element at $x = M$, and at time instant $t + \Delta t$ is given below.

$$E_p(M, t + \Delta t) = A\rho c T(M, t + \Delta t) D + A\rho v_m c T_L \Delta t - A\rho v_m c T_N \Delta t \tag{4.36}$$

The incremental change in energy due to thermal conduction can be written as below. $D$ is the length between element $N$ and $M$, and $H$ is the length between element $M$ and $L$, see Figure 4.6.

$$P_t(M, t) = P_{t,in}(M, t) - P_{t,out}(M, t)$$
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\[
\begin{align*}
\frac{\alpha L}{H} \frac{T_L - T_M}{D} &- \frac{\alpha L}{H} \frac{T_M - T_N}{D} \\
&= \frac{\alpha L}{D H} (D T_L - D T_M - H T_M + H T_N) \\
\Rightarrow
\Delta E_l(M,t) &= \frac{\alpha L}{D H} (D T_L - D T_M - H T_M + H T_N) \Delta t
\end{align*}
\]

(4.38)

The incremental change in energy due to Ohmic heating can be written as

\[
\Delta E_J(M,t) = \frac{I^2}{A} \psi D \Delta t
\]

(4.39)

Now, balance of energy gives a discrete time equation describing the solid electrode temperature. A discrete time representation is used to avoid simulation between sample times, represented by $\Delta t$ time intervals.

\[
\begin{align*}
E_p(M,t + \Delta t) - E_p(M,t) &= \Delta E_l(M,t) + \Delta E_J(M,t) \\
&\Rightarrow
A \rho c T(M,t + \Delta t) D + A \rho v_m c(T_L - T_N) \Delta t - A \rho c T_M D \\
&= \frac{\alpha L}{D H} (D T_L - D T_M - H T_M + H T_N) \Delta t + \frac{I^2}{A} \psi D \Delta t
\end{align*}
\]

(4.41)

Now, an equation describing the temperature in the element at distance $M$ has been found. The equation describing the element at distance $L$ can be found in a similar way. The result is

\[
A \rho c T(L,t + \Delta t) H + A \rho v_m c(T(L - \Delta x,t) - T_M) \Delta t - A \rho c T_L H \\
= \frac{\alpha L}{H \Delta x} \left( H T(L - \Delta x,t) - H T_L - \Delta x T_L + \Delta x T_M \right) \Delta t + \frac{I^2}{A} \psi H \Delta t
\]

(4.42)

The equations describing the drop dynamics, the melting rate, and the uniform elements in the solid part of the electrode are similar to the equations found in Section 4.2. However, the contact resistance is accounted for in the element at distance $N$. 
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4.4 Simulations

A simulation program for testing the dynamic melting speed models has been developed. The program has been developed in Simulink, and consists of three parts: A part calculating the melting speed based on the full dynamic melting speed model, a part calculating the melting speed based on the reduced dynamic melting speed model, and a part calculating the melting speed based on the steady state model stated in equation (3.36). In Figure 4.7 the structure of the simulation program for a dynamic melting speed model is shown. Same structure is used for both models.

![Figure 4.7: The structure of the simulation program for the dynamic melting speed algorithms.](image)

In the simulation program, drop detachment events are generated in a simple way, as the mass of the drop, \( m_d \), is reset when the mass exceeds a given fixed level. If one of the melting speed models was to be implemented in a simulation program simulating the whole GMAW process, drop detachment events would be generated from one of the criteria found in Section 3.5.

For calculating the melting speed using the full dynamic melting speed model, the electrode is partitioned into 100 elements of length \( \Delta x = 0.2 \text{ mm} \). Current
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is flowing through half of the elements, as the rest of the elements are behind the contact point. For calculating the temperature of each of those elements, it must be considered how \( T_x(x, t) \), \( T_{xx}(x, t) \), and \( T_t(x, t) \) are calculated, see equation (4.13). The following approximations are used. \( \Delta x \) is the length of each element, and \( \Delta t \) is the time between each sample, that is, the sample time \( T_s \).

\[
T_x = \frac{\partial T(x, t)}{\partial x} \approx \frac{T(x + \Delta x, t) - T(x, t)}{\Delta x} \quad (4.43)
\]

\[
T_{xx} = \frac{\partial^2 T(x, t)}{\partial x^2} \approx \frac{T(x + \Delta x, t) + 2T(x, t) - T(x - \Delta x, t)}{(\Delta x)^2} \quad (4.44)
\]

\[
T_t = \frac{\partial T(x, t)}{\partial t} \approx \frac{T(x, t + \Delta t) - T(x, t)}{\Delta t} \quad (4.45)
\]

So, we have the following expression for the temperature at \( T(x, t + \Delta t) \). Thus, using this expression, it is possible to calculate the temperature of all elements one time step into the future.

\[
T(x, t + \Delta t) = T(x, t) + \Delta t \left( v_m T(x + \Delta x, t) - T(x, t) \right) \frac{T(x + \Delta x, t) - T(x, t)}{\Delta x} + \frac{\lambda}{\rho c} \frac{T(x + \Delta x, t) + 2T(x, t) - T(x - \Delta x, t)}{(\Delta x)^2} + \frac{T^2}{\rho c A^2 \psi} \quad (4.46)
\]

For calculating the melting speed using the reduced order dynamic melting speed model, the electrode is partitioned into 4 small elements close to the melting point, and the rest of the electrode is partitioned into 3 large elements. The small elements are similar to the elements used for the full dynamic melting speed model, and thus, 4 elements of length \( \Delta x = 0.2 \) mm are used. The 3 large elements each have a length of 4.2 mm, and are centered around the distances \( x = M \), \( x = N \), and \( x = P \), respectively, see Figure 4.6. The \( P \)-element is behind the contact point, and the \( N \)-element includes the contact point resistance.

The temperature of each element in the reduced order dynamic melting speed model are calculated in a similar way as the elements in the full dynamic melting speed model, except for the two elements in the interface between the small and the large elements. These elements are element \( L \) and element \( M \), see Figure 4.6. The temperature of these interface elements are calculated using equation (4.41) and equation (4.42). So, \( T(M, t + \Delta t) \) is isolated in equation (4.41), and \( T(L, t + \Delta t) \) is isolated in equation (4.42).
Five experiments with, respectively, the full dynamic melting speed model, the reduced dynamic melting speed model, and the steady state model have been carried out using the simulation program. For each experiment a step in the input current, \( I \), is applied. The shape of each input current signal is given below.

- **Experiment 1:** The current is changed from 100 A to 50 A at time \( t = 0.02 \) s.
- **Experiment 2:** The current is changed from 100 A to 200 A at time \( t = 0.02 \) s.
- **Experiment 3:** The current is changed from 100 A to 350 A at time \( t = 0.02 \) s.
- **Experiment 4:** The current is changed from 100 A to 200 A at time \( t = 0.02 \) s. Moreover, a 300 Hz sinusoidal signal with an amplitude of 10 A is added to the input current.
- **Experiment 5:** The current is changed from 100 A to 200 A at time \( t = 0.02 \) s. Moreover, a Gaussian noise signal with a mean equal to zero and a variance equal to 100 is added to the input current.

The 300 Hz sinusoidal signal in experiment 4 is applied for simulating the effect of the voltage ripple from the welding machine.

In all experiments, the values for the different constants and parameters used can be found in the Nomenclature, except for the parameters for \( P_a \) in equation (4.3). For \( P_a \), the anode voltage, \( V_{an} \), is set to 5.5 V, and the anode constant, \( c_{an} \), is set to 0.5. However, to be able to adjust the steady state level of the dynamic melting models, the work function, \( \phi_w \), is made a function of the current, \( I \). Thus, \( \phi_w = \phi_w(I) \). Also, in all experiments a sample time \( T_s = \Delta t = 0.1 \) ms is used.

In Figure 4.8, the three melting speeds are shown for experiment 1. The work function \( \phi_w(I) \) has been adjusted, such that, the steady state value generated by the full dynamic melting speed model equals the melting speed value generated by the steady state model. The same value for \( \phi_w(I) \) is used in the reduced model.

In Figure 4.9, the three melting speeds are shown for experiment 2. Like experiment 1, the work function has been adjusted. As it can be seen, the melting speed calculated by the reduced dynamic melting speed model has a different steady state value when compared to the value from the full dynamic melting speed model.

In Figure 4.10, the three melting speeds are shown for experiment 3. Like experiment 2, the melting speed calculated by the reduced dynamic melting speed
model has a different steady state value when compared to the value from the full dynamic melting speed model.

To investigate the transients of the melting speed models, the transient phase of experiment 3 is plotted in Figure 4.11. Here, it can be seen that the response generated by the reduced model is almost equal to the response of the full model. Both have a time constant of around 0.6 ms, corresponding to a bandwidth of around 1.7 kHz. Also, notice the jump in the melting speed around 0.0225 s which is caused by a drop detachment. The drop detachment results in a smaller drop, and less energy is needed for increasing the temperature of a small drop.

So, in the transient phase, the reduced model calculates a melting speed almost identical to the full model, but in steady state there are some differences between the melting speed calculated by the reduced model and the dynamic model. This can be explained in the following way. In the transient phase, the response is determined by a few elements close to the melting point, and close to the melting point the same type of elements are used for both the reduced model and the full
model. However, the same type of elements are not used for the other part of the electrode. For the full model small elements are used, but for the reduced model large elements are used. The large elements do only give a crude representation of the temperature profile, and this results in the discrepancy. However, the discrepancy between the reduced model and the full model in steady state does not mean that the reduced cannot be used. Rather, it means that the reduced model must be tuned. However, this will not be pursued further in this work.

In Figure 4.12 the input current signal used for, respectively, experiment 4 and experiment 5 are shown. For experiment 4, the melting speeds calculated by the three models are shown in Figure 4.13. In the full model and the reduced model the current signal is filtered by the dynamical system, and thus, the amplitude of the oscillations is dampened. However, no dynamics are included in the steady state melting rate model, and thus, for this model the 300 Hz signal is not dampened. For experiment 5, the melting speeds calculated by the three models are shown in Figure 4.14. Likewise, the melting speeds calculated by the full and the reduced model are dampened, and again, unfiltered noise can observed in the
4.5 Discussion and Conclusion

To develop a model describing the melting rate of the electrode, the electrode has been partitioned into three subsystems, which are the the drop, the melting point, and the solid electrode. Moreover, the solid part of the electrode was divided into a number of small elements to describe the temperature profile of the electrode. Using this approach a melting rate model was developed, and the model was referred to as the full dynamic melting rate model. To reduce the order of the melting rate model, and thus, the to reduce the number of calculations needed, the model was reduced considerably by using an alternative partition of the solid electrode. The model obtained in this way was referred to as the reduced dynamic melting rate model, which, because of the relative low model order, is better suited for control. Alternatively, both dynamic melting rate models were formulated as melting speed models.

Figure 4.10: Experiment 3: The melting speed calculated by the three models given a step in welding current from 100 A to 350 A.
Simulations showed good agreement between the full dynamic melting rate model and the reduced melting rate model in the transient phase of a step response, but in steady state a discrepancy between the two models was present. However, this was considered as matter of tuning the reduced model, and thus, it was not considered as problem for the reduced model. It should be mentioned that the dynamic melting rate models presented in this chapter will not be used in the rest of the thesis. Instead the steady state melting rate model will be used because of the simplicity of this model. However, using the more exact melting rate models presented in this chapter can be considered as a way to improve the methods or algorithms utilizing the simple steady state melting rate model.
Figure 4.13: Experiment 4: The melting speed calculated by the three models. A step in the welding current from 100 A to 200 A plus a 300 Hz sinusoidal signal is applied.
Figure 4.14: Experiment 5: The melting speed calculated by the three models. A step in the welding current from 100 A to 200 A plus a Gaussian noise signal is applied.
Part II

Controlling the Gas Metal Arc Welding Process
Objectives and Control

Topology

In this chapter control of the GMAW process is considered. Different control configurations are discussed, and also, the different tasks which should be addressed with respect GMAW control are considered. Moreover, a number specific objectives for the control system are presented.

5.1 Control and Objectives in GMAW

In Chapter 1, the overall objective of this thesis is stated. The overall objective is to optimize the control algorithms controlling the manual (hand-held) pulsed GMAW welding process, with the aim of enhancing the quality of welded joints. However, it is rather unclear what is meant by an optimization of the control algorithms, and also, is it not clear, what is meant by the quality of a weld. In this section, these unclear point will be addressed, and as a result, a number of specific objectives will be defined. Notice, that in this thesis, pulsed GMAW is considered as a special case of spray GMAW, and also, short arc GMAW is considered.

First, let us consider quality. Normally, the quality of a weld is characterized by parameters such as penetration and grain size in the welded area. In general, quality is characterized with respect to characteristics of the welded workpiece. However, in this thesis, focus is not on the workpiece, but rather on the part of the process involving the electrical circuit, the electrode melting, and the forces acting on the drop. Therefore, instead of relating quality to workpiece characteristics, it would be preferable to find a number of derived characteristics, which could be linked to the process under consideration. To be able to arrive at some derived quality characteristics a specific welding material is considered. The selected material is stainless steel. However, in spite of the specific material considered, the derived objectives can be considered as general objectives for GMAW control.
Stainless steel is a steel alloy, that contains some alloy elements, which gives the metal some desired properties. These properties must, still, be present after a weld. However, during a weld, if the steel becomes too hot, it might loose the alloy properties. To prevent this loss of properties, the temperature in the melting pool must be kept low, and thus, the welding process must be performed using a relative low amount of energy. Also, a low amount of energy used, corresponds to a low heat input into the workpiece, and in general, the heat input should be as low as possible. Therefore, one objective is to minimize the energy used in the welding process. Actually, when compared with ordinary spray GMAW, pulsed GMAW is a way to obtain a process in which less energy is transferred into the weld pool. However, to minimize the energy the pulsed GMAW process must be considered with energy minimization, and a way to obtain such energy minimization is to ensure a small arc length during welding.

A small arc length, or minimal arc length, is preferred for another reason. During welding the operator needs to control the path of the arc between the electrode and the workpiece, and this path is less difficult to control having a small arc length. For example, when welding along a gap between two pieces, or along two orthogonal workpieces, a long arc can be difficult to focus. A small arc is easier to focus during welding, that is, a small arc has less tendency to jump from one spot to another on the workpieces. So, to achieve the optimal condition for arc direction control, we want to minimize the arc length. However, if the arc length becomes too small, short circuits between the electrode and the workpiece will occur. In general, the number of short circuits should be minimized, as, otherwise, a poor weld might be the result.

Normally, in pulsed welding, the current pulses are used for detaching drops at the tip of the electrode, such that, one drop is detached for every one pulse. Lack of drop detachment or multiple drop detachments for each pulse will have a negative effect on the quality of the weld. Probably, the negative effect on the quality is caused by the irregularly characteristics of the detaching drops, for example, an irregularly drop size and drop velocity. Therefore, one drop per pulse (ODPP) must be maintained during the pulsed welding process.

Now, based on the preceding discussion a number of specific objectives can be stated.

- The welding process must be performed using a minimal amount of energy.
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- A minimal arc length must be obtained.
- Short circuits must be avoided.
- In pulsed GMAW, one drop must be detached for every pulse (ODPP).

In the following section the control system needed to control the pulsed GMAW will be considered. First, in Section 5.2, the general control system architecture is considered. Next, in Section 5.2.1, metal transfer control is considered. Metal transfer control, basically, is the mechanism which ensures drop detachment. Afterwards, in Section 5.2.2, arc length control is addressed, and, in Section 5.2.3, supervision in the control system is discussed.

5.2 Control Configurations

In this section the architecture, or configuration, of the control system is considered. First, let us consider the GMAW process, and define the inputs controlling the process, and also, the outputs from the process used for control.

The terminal voltage, $U_t$, can be considered as an input to the GMAW process. The terminal voltage is the voltage between the machine terminals, see Figure 3.1. The electrode is fed from the welding machine, and thus, the electrode speed can also be considered as an input to the process. However, in general, in manual welding systems the electrode speed is set to some fixed value before the start of a weld. Therefore, in this thesis the electrode speed is not considered as an input. Rather electrode speed becomes a fixed parameter in the system. The outputs are measurements, which are also normally used in manual welding systems. The outputs are the measured terminal voltage, $U_{tm}$, and the measured welding current, $I_{wm}$. So, for control, the following inputs and outputs can be used.

- Input: The terminal voltage, $U_t$.
- Output: The measured terminal voltage, $U_{tm}$.
- Output: The measured welding current, $I_{wm}$.

Now, let us consider ordinary spray GMAW (not pulsed), and suppose we want to control the arc length. In fact, being able to control the arc length is probably the single most important thing in GMAW control. Using the input and the outputs, it is possible to develop a controller able to control the arc length. Such a controller could be based on a model of the GMAW process. However, for the modern type of welding machines, considered in this thesis, a terminal voltage
cannot be applied directly to the process. Instead, from the point of view of the internal controller, a signal to the inverter can be applied. This is a Pulse Width Modulation signal, $u_{pwm}$, or an equivalent signal, which sets the ‘on-time’ of the inverter switches. So, an arc length controller, directly based on the model of the process and the input and outputs, could be implemented as shown in Figure 5.1.(A). $l_{ar}$ is the arc length reference, and the task of the controller is to move the real arc length, $l$, towards the reference. Notice, that the arc length is not measured directly in the system. Instead, it must be derived from the two outputs, that is, $U_{tm}$ and $I_{wm}$.

The inverter, however, is in general not linear, and therefore, an inner voltage controller could be included in the system, such that, the arc length controller
interfaces a controlled voltage source. Thus, the controller outputs a terminal voltage reference, $U_{tr}$. This is shown in Figure 5.1.(B).

It is difficult, if not impossible, to avoid short circuits during welding, and when a short circuit occurs, the welding machine must be able to handle the effect of the short circuit. The effect is a rapid rise in current, which uncontrolled would ruin the weld. In old type transformer welding machines, a large coil in the welding machine limits the rate of which the current is able to rise. However, such large coil is not present in modern inverter based welding machines, as the current can be controlled by software. In the system shown in Figure 5.1.(B), the current is not controlled, but rather the voltage is controlled by the inner voltage controller. However, instead of using an inner voltage controller, an inner current controller can be used. Such system is shown in Figure 5.1.(C). Now, the arc length controller outputs a reference current, $I_r$, to the inner control.

Compared to the system in (B), it can be argued that the system in (C) has a number of advantages. The first advantage concerns the short circuits. A short circuit can more easily be handled, as the current can be shaped by shaping the current reference signal, $I_r$. The second advantage concerns robustness. In general, it is very difficult to develop a precise model describing the current dynamics in welding process, as the current dynamics depends on the wires used. For example, in one particular welding setup, 10 meters of electrical wire could be used, and, in another welding setup, 20 meters of electrical wire. An arc length controller, for which an inner voltage controller is used, must rely on the imprecise model of the current dynamics. However, if an inner current controller is used, the arc length controller does not need to be based on the current dynamics of the process, but rather on the current dynamics of the closed loop including the current controller.

The third advantage concerns metal transfer. Metal transfer refers to the process of drop detachment and transfer to the weld pool. In pulsed GMAW, it is the current pulses which cause drop detachment, and thus, it must be possible to control the current. A configuration including metal transfer control is shown in Figure 5.1.(D). Now, the arc length controller outputs some control variable $I_{rc}$, which is used as input to the metal transfer controller. Notice, that the control variable, $I_{rc}$, does not have to be a reference current, as indicated by the symbol.

The configuration in Figure 5.1.(C) can be redrawn in a more general way, as shown in Figure 5.2. In this figure, the inverter is left out, and it will not be
Section 5.2: Control Configurations

considered further in this thesis. Also, the sum symbols have been removed to make the system more general, and moreover, it is assumed, that arc length can be measured in the process. This means, that, an arc length estimator must be part of the process. In the same way, Figure 5.1.(D) can be redrawn as shown in Figure 5.3.

![Diagram](image)

Figure 5.2: The welding current is controlled by the inner current controller. The arc length is controlled by adjusting the current reference signal, $I_r$.

![Diagram](image)

Figure 5.3: The welding current is controlled by the inner current controller. The arc length is controlled by adjusting the signal $I_{rc}$. The metal transfer controller handles drop detachment.

The two figures, that is, Figure 5.2 and Figure 5.3, can be regarded as general control configurations for, respectively, ordinary GMAW and pulsed GMAW, when using an inner current controller. These general control configurations will be used as frameworks when developing an arc length controller and a metal transfer controller in Chapter 6 and in Chapter 7. However, before starting developing those controllers, metal transfer control and arc length control will be discussed in the following two sections, that is, Section 5.2.1 and Section 5.2.2. Moreover, in Section 5.2.3, supervision in GMAW will be discussed.

### 5.2.1 Metal Transfer Control

The task for metal transfer control algorithm is to control the drop detachment process. Basically, the metal transfer controller forces current pulses onto the
process, using either a fixed or a variable pulse frequency. The pulses generated by the metal transfer controller can have different shapes. For example, in Figure 5.4, the welding current is sketched for some chosen pulse shape. This particular pulse shape, is, in this thesis, denoted as the ‘chair shape’. Using such a pulse shape, the drop is supposed to detach around the transient phase between the high current level and the low current level. Normally, to achieve this goal, the shape of the current in the pulse period is adjusted off-line. For example, the level of the high current pulse can be increased or decreased, or the time period of that pulse can be increased or decreased. The off-line adjustments must be performed for all different kinds of wire materials, wires diameters, and so on. Thus, this results in a series of welding programs to be developed.

![Figure 5.4: A full period is divided into a base period and a pulse period. The pulse is 'chair shaped'.](image)

One disadvantage of using an off-line adjusted current shape in the pulse period is the handling of disturbances and perturbations. For example, a perturbation arises, when a slightly different wire material, than adjusted for, is used in the welding process. Disturbances could be variations in the length between the contact tube and the workpiece, \( l_c \). If disturbances and perturbations are not taken into account when adjusting the pulse shape, one drop might not be detached for every pulse. To introduce robustness, and thus, to ensure drop detachment at every pulse, the pulse current needs to be increased somewhat. This means that the pulse current needs to be somewhat stronger than required for detaching the average drop (average characteristics). However, this gives another problem, as the drop might not detach at the desired location on the pulse shape.

Instead of using only an off-line adjustment approach, it might be possible to
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introduce some on-line adjustment or adaptation into the metal transfer control
algorithm. However, such approach will not be investigated in this thesis, as it
seems to be rather difficult to derive an optimal pulse shape based on knowledge
of the process. Instead, in this thesis, the effect on disturbances is dampened by
ensuring a uniform drop size prior to the initiation of a pulse. This approach is
described in Chapter 7.

No matter which kind of metal transfer control is used, some overall configu-
ration needs to be considered. The inputs and outputs need to be determined, and
moreover, the scheduling of pulse periods need to be considered, or equivalently,
deciding on which kind of events that initiates a pulse period. A fast inner cur-
crent controller needs a current reference, $I_r$, as input, and thus, the output from
the metal transfer control must be such a reference signal. According to Figure
5.3, the input to the metal transfer algorithm is the output from the arc length
controller. However, as the arc length controller is not directly connected to the
inner current controller, this signal does not necessarily have to represent a cur-
cent. Instead, for example, it could be an event signal, telling the metal transfer
controller when to initiate a pulse period. In this way, a varying control effort
from the arc length controller gives a varying pulse frequency. Traditionally, in
pulsed GMAW, a constant pulse frequency is used during the welding process.
Using such approach, the input to the metal transfer controller could be a signal
representing the reference current. Then, in the base period, see Figure 5.4, the
metal transfer algorithm must forward the input $I_{rc}$ to the output $I_r$.

5.2.2 Arc Length Control

The purpose of the arc length controller is to stabilize the process by maintaining
a steady arc length. During one period the arc length changes according to drop
growth and drop detachment, and therefore, more precisely, the purpose of the arc
length controller is to keep a steady arc length averaged over one full period (the
base period plus the pulse period).

As shown in Figure 5.2 arc length control for ordinary GMAW can be achieved
by controlling the reference current, $I_r$, based on the available measurements. In
Figure 5.3, however, the control signal, $I_{rc}$, is fed to the metal transfer controller.
Traditionally, to ensure arc length control, the arc length control signal is for-
warded to the current reference in the base period. In this way, arc length control
is carried out in the base period, and drop detachment is carried out in the pulse
period. However, as explained in Chapter 7 this scheme does not have to be used for providing arc length control.

As stated in the former section, the output signal does not have to represent a reference current. However, it is advantageous to use such output signal, as for such signal, it is possible to use the same arc length controller for both pulsed GMAW and ordinary GMAW. Therefore, the arc length controller, presented in Chapter 6, uses an output signal representing the reference current.

### 5.2.3 Supervision Layer

In this section supervision in GMAW will be discussed. Supervision refers to a number of algorithms, which obtain measurements from both the welding process and the control algorithms. Based on the those measurements, it possible for the supervision algorithms to interact with the control system. With respect to the software architecture of the total control system, the collection of all supervision algorithms can be grouped into a supervision layer. This layer, and the interactions with the system, are illustrated in Figure 5.5.

![Figure 5.5: The supervision layer observes the total system by available measurement, and interacts if needed.](image)

In general, the supervision layer could include many different tasks. However, here, only two will be discussed. These tasks are listed below.

- Short circuit detection and handling.
- Drop detachment detection.
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The supervision layer needs to handle short circuits. If a short circuit occurs, the tip of the electrode must be moved away from the workpiece, and the arc must be reignited to avoid a complete stop of the welding process. This can be handled by increasing the current in a controlled way. So, first, the supervision layer must be able to recognize that a short circuit has occurred, and afterwards, the supervision layer must seize control of arc length reference signal, \( I_r \), to remedy the effect of the short circuit. The recognition is based on the measurements obtained from the process.

Information about drop detachments can be used by the metal transfer controller, and this is why drop detachment detection is mentioned here. Without considering the exact use of information about drop detachments, one can easily be convinced that such information is useful for the metal transfer controller. For example, during welding, it can be tested whether the one drop per pulse (ODPP) objective is fulfilled, and if it is not, the pulse current can be increased. Unlike short circuit detection, it is not trivial to detect drop detachments, when only measuring terminal voltage in the process. In this thesis, however, drop detachment detection will not be investigated. Instead, it will be left for future work.

5.3 Discussion and Conclusion

In this chapter four specific objectives are derived. These concern minimal energy, minimal arc length, avoiding short circuits, and one drop per pulse (ODPP). Moreover, different control configurations are discussed. This is done under the constraint that the terminal voltage, \( U_t \), is used as an input to the process, and moreover, the measured terminal voltage, \( U_{tm} \), and the measured welding current, \( I_m \), are used as outputs. In particular one configuration seems to be a good choice. In this configuration the process and the inverter are controlled by an inner current controller. This configuration is desirable for several reasons. One reason is that the inner current controller is able to linearize the inverter, and also, the current dynamics become less dependent on uncertain terms in the model. Moreover, an inner current controller provides a direct interface for the metal transfer controller to adjust the current to provide drop detachment.

Metal transfer control, arc length control, and supervision is discussed. Basically, the task of the metal transfer controller is to provide drop detachments, and in pulsed GMAW this is done by forcing a current pulses into the process. However,
the shape of the pulses and the pulse frequency must be determined based on the four specific objectives. The arc length controller must be able to keep a steady arc length, and again, the four objectives must be taken into account. Supervision is also considered, even though it not a topic of this thesis. It is stated that short circuit detection and handling (remedy) is a necessary mechanism, or at least, it is a necessary mechanism in modern inverter based welding machines due to the low output inductance. Also, it is mentioned that it could be advantageous to have a drop detachment detection mechanism included in the supervision layer.

In the following chapters arc length control, metal transfer control, and arc length minimization will be considered. However, the inner current controller will be left out as it will be assumed that this is just a traditional PI-controller.
In this chapter a nonlinear feedback linearization based controller is developed for controlling the arc length. Uncertainties and performance are considered, and the controller is tested in a simulation program.

6.1 Arc Length Control

In Chapter 5 it is stated that arc length control is an important part of the total control GMAW control system, and thus, arc length control will be addressed in this chapter. In Figure 5.2, the overall GMAW control configuration without the metal transfer controller is shown. This configuration will used for the arc length controller presented in this chapter. Thus, as the metal transfer controller is not included in the configuration, pulsed GMAW will not be considered directly. In fact, the drop will not be considered as a part of the arc length process which should be controlled. So, basically, it is assumed that metal continuously is removed from the electrode during welding. The metal is removed with a melting rate which depends on the control effort, and thus, for controlling the arc length the electrode melting rate must be controlled. The melting rate constitute a nonlinear process, a therefore, an arc length controller able to handle such nonlinearities will be developed.

Arc length control can be performed by a PI controller, which does, however, have the disadvantage that it is not able to cope with the nonlinearities. In [1] and in [20] the GMAW process is considered as a MIMO system, and nonlinearities are cancelled using an additional feedback signal for each control input. Same approach is used in [13], but in this work sliding mode control is applied for the purpose of robustness. However, in most welding machines used for manual welding only the machine output voltage can be used for controlling the process. Thus, the MIMO approach of [1], [20] and [13] is less suitable for manual weld-
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In [54] arc length control is also addressed in a control scheme specialized for pulsed GMAW. However, in this work linear control is used.

In general, linear control methods have the disadvantage that a number of controllers must be tuned to cover a range of operating points, and also, some sort of gain scheduling must be implemented. This is not the case for the controller developed in this chapter. In this chapter a feedback linearization based arc length controller is developed. This nonlinear control method has the advantage that linear system theory can be applied when considering stabilization and performance, as nonlinearities are compensated for. Moreover, as stated before, only one controller for all operating points needs to be designed and tuned.

In Section 6.2 a model describing the arc length process will be presented, and in Section 6.3 the model used for developing the structure of the nonlinear controller. In Section 6.4 stabilization and control will considered, and uncertainties will be considered in Section 6.5. Performance of the closed loop system is considered in Section 6.6, and the developed controller is tested in a simulation program. In Section 6.7 the arc length reference signal is considered to account for drop detachments, and Section 6.8 is the conclusion of the chapter.

6.2 Dynamic Arc Length Model

Controlling the arc length using feedback linearization requires an arc length model. Therefore, such a model will be developed in this section. In Chapter 3, different parts of the GMAW process already have been modelled, and therefore, the model derived in this section will be based on Chapter 3.

The GMAW process constitutes an electrical circuit. This circuit is modelled in Section 3.2, and also, restated below in equation (6.1) where the function \( h(I, l_a) \) is an expression for the arc voltage. The function \( h(I, l_a) \) indicates, as described in Section 3.3, that some relation between the arc voltage and the arc length exists.

\[
U_t = R_w I + L_w \dot{I} + R_{cc} I + l_s \rho_r I + h(I, l_a) \quad (6.1)
\]

\( U_t \) is the machine terminal voltage, \( R_w \) is wire resistance, \( L_w \) is wire inductance, \( R_{cc} \) is the sum of all contact resistances, \( l_s \) is the electrode length, \( \rho_r \) is the electrode resistivity, and \( I \) is the welding current.
The arc length, \( l_a \), changes with the electrode speed, \( v_e \), the melting speed, \( v_m \), and moreover, movement of the welding pistol, where the latter means the change in the contact tip to workpiece distance, \( l_c \). However, for now, let us assume that \( l_c \) is a constant, or at least that changes in \( l_c \) are slow compared to the electrode speed and the melting speed. Using the steady state melting rate model, described in Section 3.6, an expression for the change of arc length is reached. This expression is stated below, in equation (6.3), and notice, that the melting rate is described as a melting speed. Therefore, constants \( k_1 \) and \( k_2 \) are used instead of \( c_1 \) and \( c_2 \).

\[
v_m = k_1 I + k_2 I^2 (l_c - l_a)
\]  
(6.2)

and then

\[
\dot{l}_a = v_m - v_e = k_1 I + k_2 I^2 (l_c - l_a) - v_e
\]  
(6.3)

Now, we have two equations. One equation, equation (6.3), describing the arc length dynamics as a function of some parameters, the welding current, the contact tip to workpiece distance, the arc length, and the electrode speed. In this equation the current, \( I \), and the arc length, \( l_a \), can be regarded as variables or states, while the contact tip to workpiece distance, \( l_c \), and the electrode speed can be regarded as parameters. The other equation, equation (6.1), describes the dynamics of the current in the process, having having a control voltage \( U_c \) as input signal, where \( U_c \) almost equals the terminal voltage \( U_t \). Thus, the arc length might be controlled using this control signal. However, the arc length process also includes the inner current control loop, described in Chapter 5, and in fact, this inner current control loop determines the current dynamics. Therefore, another expression than equation (6.1), describing the current dynamics, must be used. The expression used in this work, is a first order transfer function approximating all current dynamics. As input to this transfer function, a current reference signal, \( I_r \), is used as shown in Figure 5.2. Now, the following expression for the current dynamics is obtained.

\[
I = \frac{1}{s\tau_i + 1} I_r \Rightarrow \\
\dot{I} = -\frac{1}{\tau_i} I + \frac{1}{\tau_i} I_r
\]  
(6.4)
As it can be seen from the transfer function, the steady state gain is one, and the dynamics is characterized by the time constant $\tau_i$. Now, let us use equation (6.4) and (6.3) for setting up a state space description of the arc length system. First, let us introduce the following definitions.

\begin{align*}
x_1 &= I \\
x_2 &= l_a \\
u &= I_r \\
y &= l_a
\end{align*}

The nonlinear dynamic system is given by

\begin{align*}
\dot{x} &= f(x) + g(x)u \\
y &= h(x)
\end{align*}

where

\begin{align*}
f(x) &= \begin{bmatrix} f_1(x) \\ f_2(x) \end{bmatrix} = \begin{bmatrix} -\frac{1}{\tau_i} x_1 \\ k_1 x_1 + k_2 x_1^2 (l_c - x_2) - v_e \end{bmatrix} \\
g(x) &= \begin{bmatrix} g_1(x) \\ g_2(x) \end{bmatrix} = \begin{bmatrix} \frac{1}{\tau_i} \\ 0 \end{bmatrix} \\
h(x) &= x_2
\end{align*}

Now, a nonlinear model describing the arc length dynamics has been developed. As a remark to this model, the arc length dynamics is determined by a steady state melting rate model and an approximation of the current dynamics. Building on a steady state model constitutes a problem if the bandwidth of the controlled system is as high as the bandwidth of the melting rate. Thus, when tuning the nonlinear controller, it must be required that the closed loop bandwidth is somewhat less than the melting rate bandwidth. Moreover, the first order approximation for the current dynamics might be too crude. Though, from knowledge of physical welding machines and the GMAW process in general, it is believed that a first order approximation is sufficient.
6.3 Feedback Linearization

The idea in feedback linearization is to use some transformation, \( z = T(x) \), and apply some feedback control law, \( u \), that transforms the nonlinear system into a linear system. Then, having obtained a linear system, usual linear control design methods can be applied for stabilization.

In [19, Chapter 13] one can find a definition of feedback linearizable systems. This definition is restated in the following.

A nonlinear system

\[
\dot{x} = f(x) + G(x)u
\]  

(6.14)

where \( f : D \rightarrow \mathbb{R}^n \) and \( G : D \rightarrow \mathbb{R}^{n \times p} \) are sufficiently smooth on a domain \( D \subset \mathbb{R}^n \), is said to be feedback linearizable (or input-state linearizable) if there exists a diffeomorphism \( T : D \rightarrow \mathbb{R}^n \) such that \( D_z = T(D) \) contains the origin and the change of variables \( z = T(x) \) transforms the system, \( \dot{x} = f(x) + G(x)u \), into the form

\[
\dot{z} = Az + B\gamma(x)[u - \alpha(x)]
\]  

(6.15)

with \((A, B)\) controllable and \( \gamma(x) \) nonsingular for all \( x \in D \).

Thus, if a nonlinear system, on the form given in equation (6.14), is feedback linearizable, it is possible to transform the original nonlinear system into a system, on a form, given in equation (6.15). Note, that the nonlinear model developed in Section 6.2 has a structure similar to the structure given in equation (6.14). The advantage of the representation in (6.15) is the ability to choose a feedback control law that cancels out the nonlinearities of the system. That is, the control law stated in the following.

\[
u = \alpha(x) + \beta(x)\nu, \ \beta(x) = \frac{1}{\gamma(x)}
\]  

(6.16)

Inserting this control law into equation (6.15) gives a linear system controlled by input \( \nu \).
\[ \dot{z} = Az + B\nu \quad (6.17) \]

In general, it is not trivial, or if possible at all, to find a transform, \( T(x) \), that transforms the nonlinear system into the form given in equation (6.15). However, for some nonlinear systems this transform is quite simple, and in fact, for the dynamic arc length model, developed in Section 6.2, it is possible to use a standard procedure. In the following short overview of the input-output linearization procedure, found in [28, Chapter 13], is presented.

1. The relative degree, \( \rho \), of the system is calculated. A relative degree equal to the order of the system means that the system is fully feedback linearizable. Otherwise, only a part of the system is feedback linearizable, and part is left as internal dynamics, also referred to as the zero-dynamics.
2. The functions \( \gamma(x) \) and \( \alpha(x) \) are calculated.
3. A transform \( z = T(x) \) is found.
4. The original system is reformulated in the, so called, normal form. In this form the linear part of the system is given in a specific form \((A_c, B_c, C_c)\).
   The matrices \((A_c, B_c)\) are in control canonical form.

Referring to the dynamic arc length model stated in equation (6.9) and (6.10), the relative degree can be calculated. The relative degree, \( \rho \), equals the number of derivatives of \( h(x) \) before dependence on the input is obtained.

\[
\begin{align*}
  h(x) &= x_2 \\
  \dot{h}(x) &= \dot{x}_2, \text{ Not dependent on the input.} \\
  \ddot{h}(x) &= \ddot{x}_2, \text{ Depends on } \dot{x}_1 \text{ which depends on the input.}
\end{align*}
\]

Thus, this means that the relative degree is equal to 2, and moreover, as there are two states in the system, the system is fully feedback linearizable.

Next, we need to calculate the functions \( \gamma(x) \) and \( \alpha(x) \). These functions are given by

\[
\gamma(x) = L_g L_f^{\rho-1} h(x) \quad (6.21)
\]
\[
\alpha(x) = -\frac{1}{\gamma(x)} L_f^\rho h(x)
\]  
(6.22)

where \( \rho \) is the relative degree. \( L_f \) and \( L_g \) are lie derivatives with respect to \( f(x) \) and \( g(x) \), respectively. For example, \( L_f h(x) = (\partial h(x)/\partial x) f(x) \). Thus, using \( \rho = 2 \) and the model developed in Section 6.2, the functions \( \gamma(x) \) and \( \alpha(x) \) are given by

\[
\gamma(x) = (k_1 + 2k_2 x_1(l_c x_2)) \frac{1}{\tau_i} 
\]  
(6.23)

\[
\alpha(x) = -\frac{1}{\gamma(x)} (\gamma(x) \tau_1 f_1 - k_2 x_2 f_2) 
\]  
(6.24)

Next, the transformation, \( z = T(x) \), is given by the output equation, \( h(x) \), and its first derivative.

\[
z = \begin{bmatrix} z_1 \\ z_2 \end{bmatrix} = \begin{bmatrix} T_1(x) \\ T_2(x) \end{bmatrix} = \begin{bmatrix} h(x) \\ L_f^\rho h(x) \end{bmatrix} = \begin{bmatrix} x_2 \\ f_2(x) \end{bmatrix}
\]  
(6.25)

Now, having calculated the functions \( \gamma(x) \) and \( \alpha(x) \), and moreover, introduced the transformation above, the transformed system is given by

\[
\dot{z} = A_c z + B_c \gamma(x)[u - \alpha(x)]
\]  
(6.26)

\[
y = C_c z
\]  
(6.27)

The matrices \( A_c \), \( B_c \) and \( C_c \) are on the following form

\[
A_c = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} , \quad B_c = \begin{bmatrix} 0 \\ 1 \end{bmatrix} , \quad C_c = \begin{bmatrix} 1 & 0 \end{bmatrix}
\]  
(6.28)

So, the original nonlinear arc length model, developed in Section 6.2, has been transformed into the, so called, normal form given by equation (6.26) and equation (6.27). In this representation the first state, \( z_1 \), constitutes the output, \( h(x) \), which in this case is the arc length, \( l_a \). The second state, \( z_2 \), is the derivative of the output, thus, the derivative of the arc length or change in arc length with respect to time, \( \dot{L} \).
6.4 Control and Tracking

In this section control and tracking are considered. The objective is to control the arc length. This means, that the arc length controller must be able to drive the arc length, \( l_a = x_2 \), towards some reference arc length, \( l_{ar} = r \). This raises some issues concerning stabilization and performance. However, only structural properties of the controller will be addressed in this section. This means, that it will be considered how it is possible to stabilize the system, but tuning issues will not be considered. Eliminating steady state errors requires some integral control which introduces additional dynamics to the system, and therefore, as additional dynamics extends the system it will be considered in this section. Later, in Section 6.6, tuning issues will be considered.

The dynamic system to be controlled is stated by equation (6.26) and equation (6.27) where, respectively, \( \gamma \) and \( \alpha \) are given by equation (6.23) and equation (6.24). Now, the idea is to develop a state feedback controller that is able to drive the two states towards some setting. The first state, \( z_1 \), is the arc length which must be driven towards some reference, \( r \), and, as the second state, \( z_2 \), equals the derivative of the first state, then \( z_2 \) must be driven towards the derivative of the reference. Therefore, the error dynamics must be considered. First, let us define the error, \( e \), and furthermore, obtaining an expression for the derivative of the error.

\[
e = R - z \quad R = \begin{bmatrix} r \\ \dot{r} \end{bmatrix}
\]

\[
\dot{e} = \hat{R} - \dot{z} \quad \hat{R} = \begin{bmatrix} \dot{r} \\ \ddot{r} \end{bmatrix}
\]

Now, using equation (6.26) describing the system dynamics, the error dynamics can be derived.

\[
\dot{e} = -A_c(R - e) - B_c\gamma(x)[u - \alpha(x)] + \dot{\hat{R}} \Rightarrow \dot{e} = A_c e - B_c\gamma(x)[u - \alpha(x)] + B_c \ddot{r}
\]

The error dynamics can be feedback linearized by using a control law, as shown in equation (6.16), that cancels the nonlinear terms and leaves a linear part that can be stabilized by the state feedback \( K_c e \). The control law is given by
\[ u = \alpha(x) + \beta(x)[K_c e + \dot{r}] \quad \beta(x) = \frac{1}{\gamma(x)} \]  
(6.32)

where

\[ K_c = \begin{bmatrix} k_{c1} & k_{c2} \end{bmatrix} \]  
(6.33)

If the control law, equation (6.32), is inserted in the error dynamics the following result is obtained.

\[ \dot{e} = (A_c - B_c K_c)e \]  
(6.34)

So, using equation (6.32) for the control law, the error dynamics becomes linear, and moreover, is stable if the matrix \( (A_c - B_c K_c) \) is stable (Hurwitz). This means, that the real part of the eigenvalues of this particular matrix must be negative, and as \( A_c \) and \( B_c \) are given, it becomes a matter of choosing a vector \( K_c \) that satisfy the stability property. In Figure 6.1 the arc length controller is shown. Both the first and the second derivative of the reference, \( r \), are used in the control law (equation (6.32)). Such signals can be obtained from a second order transfer function, filtering an original reference signal, \( l_{ar} \), as shown in the figure.

Figure 6.1: The structure of the arc length controller.

In GMAW it is important to keep the arc length at some desired set point regardless of the disturbances, the uncertainties and the noise present. Thus, it is common to include some kind of integrator in the arc length controller. Therefore,
in the following, an integrator will be added to control law presented in equation (6.32). First, let us introduce the variable $\sigma$ that is the integral of the arc length error, $e_1$.

$$\dot{\sigma} = e_1$$ \hfill (6.35)

This dynamics can be added to the dynamics describing the arc length. Thus, an augmented system is obtained. First, let us define a new state vector, $\psi$.

$$\psi = \begin{bmatrix} e_1 \\ e_2 \\ \sigma \end{bmatrix}$$ \hfill (6.36)

Now, the augmented system is given by

$$\dot{\psi} = A_a \psi - B_a \gamma(x)[u - \alpha(x)] + B_a \ddot{r}$$ \hfill (6.37)

where

$$A_a = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \end{bmatrix} \quad B_a = \begin{bmatrix} 0 \\ 1 \\ 0 \end{bmatrix} \quad C_a = \begin{bmatrix} 1 & 0 & 0 \end{bmatrix}$$ \hfill (6.38)

Again, a control law can be found which linearizes the system.

$$u = \alpha(x) + \beta(x)[K_a \psi + \ddot{r}] \quad , \quad \beta(x) = \frac{1}{\gamma(x)}$$ \hfill (6.39)

where

$$K_a = \begin{bmatrix} k_{a1} & k_{a2} & k_{a3} \end{bmatrix}$$ \hfill (6.40)

The following closed loop dynamics is obtained.

$$\dot{\psi} = (A_a - B_a K_a) \psi$$ \hfill (6.41)
Like before, the matrix \((A_a - B_a K_a)\) must be stable for the \(\psi\)-dynamics to be stable, and this is a matter of choosing the vector \(K_a\).

In Figure 6.2 the effect of having included integral control is illustrated. The arc length reference is set to 3 mm. In simulation, a 5% gain error is applied to the current sensor at time \(t = 0.5\) s. For the control law with no integrator included, the result is an offset in the arc length. However, if the integrator is included, the arc length approach the reference arc length after the error has occurred.

![Figure 6.2: First plot: Control law with no integrator included. Second plot: Control law with integral control.](image)

The control laws, equation (6.32) and equation (6.39), are state feedback control laws. Thus, it is assumed that both states, \(z_1 = T_1(x)\) and \(z_2 = T_2(x)\), in the system can be measured. Both states, \(z_1\) and \(z_2\), depends on the states \(x_1\) and \(x_2\), that is, the current and the arc length. The current is measured directly in the system by a current sensor (hall element), but the arc length is not measured directly. The only measurements available are the current and the voltage at the welding machine terminals (welding machine output). Again, let us denote that voltage by \(U_t\). Instead of direct measurement, the arc length can be estimated using some arc length model, \(U_a = h(I, l_a)\). Here, a linear arc length model as stated below is used.
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\[ U_a = U_0 + R_a I + E_a l_a \quad (6.42) \]

\( U_a \) is the arc voltage which cannot be measured in a practical welding system. Instead, the terminal voltage is measured. This voltage includes voltage drops over the wires, the contact points, the electrode, and the arc. Let us, due to the fast dynamics, ignore wire inductance and only consider the resistance in the loop, then \( U_t \) can be expressed as

\[ U_t = R_1 I + U_a \quad , \quad R_1 = R_w + R_{cc} + \rho_r l_{s0} \quad (6.43) \]

\( R_w \) is the wire resistance, \( R_{cc} \) is sum of all contact resistances, \( \rho_r \) is the resistivity of the electrode material, and the constant \( l_{s0} \) is some expected or average length of the electrode. Now, using equation (6.42) and equation (6.43), an arc length estimate can be found.

\[ l_a = \frac{U_t - R_1 I - U_0 - R_a I}{E_a} \quad (6.44) \]

In Figure 6.3, the closed loop system is shown. Instead of a direct arc length measurement (requires a camera), the arc length estimator has been included.

![Figure 6.3](image_url)

Figure 6.3: The structure of the arc length controller with an arc length estimator included.
6.5 Uncertainty Analysis

In Section 6.4 a nonlinear control law was developed. This control law was based on a model describing the arc length dynamics, and it was assumed that the model constituted a precise description of the system. However, for the welding process, like any practical systems, the model is just an approximation of the real system. The model describing the arc length dynamics can be characterized as a lumped model, describing only the most significant dynamics, and moreover, some degree of uncertainty can be identified for the variables and parameters included. For example, the melting speed parameters $k_1$ and $k_2$ are included in the model. These parameters can be found experimentally for different types of electrodes, but even then, discrepancies, probably, will exist. For example, slight differences in the electrode material will give discrepancies in $k_1$ and $k_2$. In fact, all variables and parameters in the models have some degree uncertainty.

As variable and parameters are uncertain, it is important to have a control law able to cope with such uncertainty. Therefore, in the following, system stabilization in the presence of uncertainty is considered.

6.5.1 Stabilization under uncertainties

Equation (6.32) and equation (6.39) are the derived control laws, controlling the arc length dynamics. The difference between these control laws are the integrator included in the second control law, equation (6.39). In this section, for simplicity, only the first control law is considered, that is, equation (6.32).

The model describing the arc length dynamics is given by equation (6.9) and equation (6.10). In Section 6.3, this model is transformed into a system on the normal form using the functions $\alpha(x)$ and $\gamma(x)$. In Section 6.4, a model describing the error dynamics is presented in equation (6.31). Also, this model is expressed by the functions $\alpha(x)$ and $\gamma(x)$. $\alpha(x)$ and $\gamma(x)$ are functions expressed by variables and parameters of the system, and as these are uncertain, the functions $\alpha(x)$ and $\gamma(x)$ also become uncertain. Also, the transformation, $T(x)$, that transforms the original model, equation (6.9) and equation (6.10), into the normal form is based on variables and parameters, and thus, $T(x)$ becomes uncertain. Now, let us assume that equation (6.31) is the correct physical model for the error dynamics, but because of uncertainty, a control law based on $\dot{\alpha}(x)$, $\dot{\gamma}(x)$ and $\dot{T}(x)$ are used. That is
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\[ u = \hat{\alpha} + \hat{\beta}(K_c \hat{e} + \hat{r}) \]  

(6.45)

Notice, that the measurement of the error is uncertain as \( T(x) \) is uncertain. Thus, the measurement of the error is written as \( \hat{e} \). To be able to analyze uncertainties in the system the error dynamics is considered. First, let us use the following definitions.

\[ \Delta_e = e - \hat{e} \]  

(6.46)

\[ \Delta_\alpha = \alpha - \hat{\alpha} \]  

(6.47)

\[ \Delta_\gamma = \gamma - \hat{\gamma} \]  

(6.48)

\[ \Delta_\beta = \beta - \hat{\beta} \]  

(6.49)

\[ \hat{\beta} = \frac{1}{\hat{\gamma}} \]  

(6.50)

To calculate the closed loop dynamics, the control law, equation (6.45), is inserted into the error dynamics, equation (6.31).

\[ \dot{e} = A_c e - B_c \gamma [\hat{\alpha} + \hat{\beta} K_c \hat{e} + \hat{\beta} \hat{r} - \alpha - \beta \hat{r}] \Rightarrow \]

\[ \dot{e} = A_c e - B_c \gamma [\hat{\alpha} - \alpha + \hat{\beta} K_c \hat{e} + \hat{\beta} \hat{r} - \beta K_c e - \dot{\beta} K_c e + \beta K_c e - \beta K_c e] \Rightarrow \]

\[ \dot{e} = (A_c - B_c K_c) e - B_c \gamma [(\hat{\alpha} - \alpha) + \hat{\beta} K_c (\hat{e} - e) + (\dot{\beta} - \beta) K_c e + (\dot{\beta} - \beta) \hat{r}] \]  

(6.51)

Using equation (6.46), (6.47), (6.48) and (6.49), the closed loop dynamics can be expressed as

\[ \dot{e} = (A_c - B_c K_c) e + B_c \delta(e) \]  

(6.52)

\[ \delta(e) = \gamma (\Delta_\alpha + \Delta_\gamma + \Delta_\beta K_c e + \Delta_\beta \hat{r}) \]  

(6.53)

Now, having found the closed loop dynamics, stabilization can be considered. It is assumed that \( \delta(e) \) can be written as

\[ \delta(e) = \delta_0 + \delta_k(e) \]  

(6.54)
δ₀ is a constant, and thus, does not contribute to instability. However, the equilibrium point will be changed. Thus, we want to investigate stability under the uncertainty δₖ(e).

The uncertainty function δₖ(e) is an unknown function, in the sense, that no model describing δₖ(e) can be identified. However, it can be assumed, that some bound on the magnitude of δₖ(e) exists. For instance, there is limit on parameter discrepancies, measurement errors and so on. Therefore, let us introduce the following limit on the magnitude of δₖ(e). k₁ and k₂ are positive constants.

\[ |δₖ(e)| ≤ k₁|e₁| + k₂|e₂| \]  \hspace{2cm} (6.55)

Now, in the following, a condition for stability based on (6.55) is derived. The stability condition will be based on the Small Gain Theorem.

**Small Gain Stability Condition**

In this section condition for stability based on the Small Gain Theorem [18, Chapter 9] is presented. The closed loop system stated in (6.52) can be considered as a loop consisting of the of the uncertainty function, δ(e), and some transfer function. Again, it is assumed, that the uncertainty function, δ(e), can be split into two terms as stated in (6.54). Only the second term depends on e, and thus, only this term is included in the loop. Also, it is assumed that δₖ(e) is bounded as described in (6.55).

In the following, the two systems included in the loop are described. The uncertainty function, δₖ(e), is expressed as a function of the variable φ, such that φ₁ = k₁e₁ and φ₂ = k₂e₂.

\[ v₁ = δₖ(φ) \] \hspace{2cm} (6.56)

\[ |δₖ(φ)| ≤ |φ₁| + |φ₂| \] \hspace{2cm} (6.57)

The second component is a transfer function, M(s), representing the closed loop error dynamics and having output φ. M(s) is described below in state space form.

\[ ē = (A_c - B_cK_c)e + B_cv₂ \] \hspace{2cm} (6.58)
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\[
\phi = Ke, \quad K = \begin{bmatrix} k_{\delta_1} & 0 \\ 0 & k_{\delta_2} \end{bmatrix} \tag{6.59}
\]

\[
v_2 = \delta_0 + v_1 \tag{6.60}
\]

Also, in Figure 6.4 the loop consisting of the uncertainty function, \(\delta_k(\phi)\), and the transfer function are illustrated. The Small Gain Theorem states that the system, in Figure 6.4, is stable if the maximum and total gain around the loop is less than one. For investigating the total gain, the maximum gain for each component included in the loop must be evaluated.

\[
M(s) = \frac{c_{100}}{c_{40}} + \frac{c_{102}}{c_{41}} + v_1 + \delta_0 + v_2
\]

\[\delta(\phi)\]

\[\phi\]

\[M(s)\]

\[v_1\]

\[\delta_0\]

\[v_2\]

Figure 6.4: The loop describing the error dynamics when uncertainties are taken into account.

The maximum gain for the transfer function, \(M(s)\), is given by

\[
\|M(s)\|_\infty = \theta_M \tag{6.61}
\]

For some fixed \(|\phi|\) and from (6.57) we have that the maximal gain \(|\delta_k(\phi)|\) is obtained for \(\phi_1 = \phi_2\). Now, if \(|\phi| = 1\) we have that

\[
|\phi| = \sqrt{\phi_1^2 + \phi_2^2} = 1 \quad \Rightarrow
\]

\[
\phi_1 = \phi_2 = \frac{1}{\sqrt{2}} \tag{6.62}
\]

So, the maximal gain \(|\delta_k(\phi)|\) is given by

\[
\max(|\delta_k(\phi)|)_{|\phi|=1} = \frac{1}{\sqrt{2}} + \frac{1}{\sqrt{2}} = \sqrt{2} \tag{6.63}
\]
Now, according to the Small Gain Theorem the closed loop system, shown in Figure 6.4, is stable if

\[ \theta_M \sqrt{2} < 1 \quad (6.64) \]

So, using this condition, stability can be evaluated for the arc length process, controlled by the arc nonlinear arc length controller, if the constants \( k_{\delta_1} \) and \( k_{\delta_2} \), using in (6.55), are known. Therefore, to obtain these constants, realistic uncertainties for the process are considered in the following section.

### 6.5.2 System Uncertainty

In this section, uncertainty in the dynamic arc length model will be analyzed. For the purpose of guaranteeing stability, a condition for stability has been derived based on the assumption, that the uncertainty function \( \delta(e) \) can be expressed as a sum of some constant, not depending on the error \( e \), and a term, \( \delta_k(e) \), depending on \( e \), that is, equation (6.54). Also, it is assumed that the magnitude \( \delta_k(e) \) is bounded as described in (6.55). However, it is not known beforehand how the magnitude of the uncertainty function depends on the conditions of the system, i.e. states and parameters. Though, it can be expected that the uncertainty will be a function of the error, \( e \), and also, be a function of the size of the signals. Therefore, the uncertainty function must be evaluated for different equilibrium points, or operating points, and also for different errors, \( e \). An equilibrium point, being a point where \( e = 0 \), that is, the arc length error, \( e_1 \), equal to zero, and the derivative of the arc length error, \( e_2 \), equals to zero. Different operating points are obtained from different steady state arc lengths combined with different steady state currents, where different current levels correspond to different electrode speeds.

To investigate all possible perturbations, all possible equilibrium points must be evaluated with respect to uncertainty, and uncertainty must be evaluated for all possible errors with respect to each equilibrium point. Naturally, this is not a practical approach. Instead a set of equilibrium points are chosen, and for each equilibrium point a set of errors is chosen. For each equilibrium point, given by \( e = 0 \) and \( x = \bar{x} \), we seek a function that bounds the uncertainty function \( \delta_k(e) \). Using inequality (6.55), we want to formulate an upper bound on \( |\delta_k(e)| \), given some equilibrium point, as stated in the following. Index \( \bar{x} \) indicates the dependence of the arc length and current steady state settings.
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\[ |\delta_k(e, \bar{x})| \leq k_{\delta_1} |e_1| + k_{\delta_2} |e_2| \]  

Equilibrium points and error points are chosen, such that, a practical range of different settings are covered. Nine equilibrium points are chosen. These are shown in Figure 6.5.a. Thus, a low, medium and high arc length have been chosen, and for the welding current, a low, medium and high current have been chosen. In Figure 6.5.b, the melting speed, \(v_e\), is shown instead of the current as the melting speed correspond to different set points in the transformed coordinates (z-coordinates). In the z-coordinates the arc length is the first state, \(z_1\), and the arc length derivative is the second state, \(z_2\).

For each of the equilibrium points shown in Figure 6.5, the worst possible uncertainty, \(\delta(\hat{x})\), must be found. Moreover, for each equilibrium point, the worst possible uncertainties for different errors must be identified. Thus, first, a set of errors must be chosen. Like for the equilibrium points, all possible errors cannot be chosen. Instead a set of errors are chosen that represents different error levels. Furthermore, to identify \(k_{\delta_1}\) and \(k_{\delta_2}\) in inequality (6.65) let us choose errors such
that either \((e_1 = 0, e_2 \neq 0)\) or \((e_1 \neq 0, e_2 = 0)\). Now, the states, \(z_1\) and \(z_2\) are chosen as shown in the following, and errors can be obtained using equation (6.29).

1) \(z_1 = z_{1,\text{min}}, \quad z_2 = \bar{z}_2 = 0\)
2) \(z_1 = \bar{z}_1 - (\bar{z}_1 - z_{1,\text{min}})p, \quad z_2 = \bar{z}_2 = 0\)
3) \(z_1 = \bar{z}_1 + (z_{1,\text{max}} - \bar{z}_1)p, \quad z_2 = \bar{z}_2 = 0\)
4) \(z_1 = z_{1,\text{max}}, \quad z_2 = \bar{z}_2 = 0\)
5) \(z_1 = \bar{z}_1, \quad z_2 = z_{2,\text{min}}\)
6) \(z_1 = \bar{z}_1, \quad z_2 = \bar{z}_2 - (\bar{z}_2 - z_{2,\text{min}})p\)
7) \(z_1 = \bar{z}_1, \quad z_2 = \bar{z}_2 + (z_{2,\text{max}} - \bar{z}_2)p\)
8) \(z_1 = \bar{z}_1, \quad z_2 = z_{2,\text{max}}\)

\(p\) is some factor depending on the desired error set point between the equilibrium point and either, the maximum or the minimum value. \(p\) is set to 30%, that is, \(p = 0.3\). To further illustrate the approach, errors for equilibrium point 1 \((x_2 = 0.003, x_1 = 100)\) and equilibrium point 5 \((x_2 = 0.005, x_1 = 200)\) are shown in Figure 6.6.

Now, a set of equilibrium points have been chosen, and moreover, for each equilibrium point a set of errors has been chosen. For each of those 72 points the worst possible perturbation, i.e. uncertainty, for each point must be identified. The model describing the arc length dynamics is given by equation (6.9) and equation (6.10), and using this model, model uncertainty can be identified for different variables and parameters as explained in the following.

**Current, \(x_1\):** Using Migatronic’s Flex 4000 welding machine as an example, a number of uncertainties can be identified with respect to welding current measurements. The total measuring setup consists of an open loop hall element, an analog low pass filter, and an analog to digital converter. The open loop hall device measure the current, and then, outputs a voltage to the analog low pass filter. Afterwards, the filtered signal is sampled by the analog to digital converter. The open loop hall element has a possible gain error on \(\pm 1\%\). The analog filter has a possible gain error on \(\pm 0.2\%\), and moreover, a possible offset error on \(\pm 1\) A. The analog to digital converter has a 12 bit resolution, and uses an interval of 0-1000 A. This equals a resolution on 0.25 A. Thus,
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Figure 6.6: a) Errors for equilibrium point one, $x_2 = 0.003$, $x_1 = 100$. b) Errors for equilibrium point five, $x_2 = 0.005$, $x_1 = 200$.

the worst possible positive and negative perturbation can be expressed as

positive : $\hat{x}_1 = 1.01 \cdot 1.002 \cdot x_1 + 1 + 0.25$  \hspace{1cm} (6.66)

negative : $\hat{x}_1 = 0.99 \cdot 0.998 \cdot x_1 - 1 - 0.25$  \hspace{1cm} (6.67)

**Arc Length, $x_2$ :** The arc length cannot be measured directly, but only indirectly using current and voltage measurements and an arc length model. The model used is the linear model stated in equation (6.44). Uncertainty can be identified for both the parameters and variables, and also, for the structure of the model. However, let us assume, that all uncertainty can be modelled by a factor $(1 \pm a_{x2})$, equivalent to some gain error. A 5% gain error is assumed, thus, $a_{x2} = 0.05$. Positive and negative perturbations are given below.

positive : $\hat{x}_2 = (1 + a_{x2})x_2$ \hspace{1cm} (6.68)

negative : $\hat{x}_2 = (1 - a_{x2})x_2$ \hspace{1cm} (6.69)

**Contact tip to workpiece distance, $l_c$ :** In hand held welding the contact tip to workpiece distance, $l_c$, is unknown. However, it can be assumed that the
actual distance lies between some boundaries. Say, 15% of the expected value, $l_c$, then, $a_{lc} = 0.15$. Positive and negative perturbations are given below.

$$\text{positive : } \hat{l}_c = (1 + a_{lc})l_c$$  \hspace{2cm} (6.70)
$$\text{negative : } \hat{l}_c = (1 - a_{lc})l_c$$  \hspace{2cm} (6.71)

**Electrode speed, $v_e$:** Again, let us use Migatronic’s Flex 4000 welding machine as an example. In this system the resolution in the measuring system results in an uncertainty of around 0.5%. In addition, the quality of the encoder contribute to the uncertainty of the measured electrode speed. So, let us assume a total uncertainty of 1%. Thus, $a_{ve} = 0.01$. Positive and negative perturbations are given below.

$$\text{positive : } \hat{v}_e = (1 + a_{ve})v_e$$  \hspace{2cm} (6.72)
$$\text{negative : } \hat{v}_e = (1 - a_{ve})v_e$$  \hspace{2cm} (6.73)

**Current dynamics, $\tau_i$:** It is assumed that all current dynamics can be modelled as a first order low pass filter having a time constant, $\tau_i$. This is only an approximation, and therefore, let us expect some uncertainty on the break point frequency. Say, an uncertainty of 5%, thus, $a_{\tau_i} = 0.05$. Positive and negative perturbations are given below.

$$\text{positive : } \hat{\tau}_i = (1 + a_{\tau_i})\tau_i$$  \hspace{2cm} (6.74)
$$\text{negative : } \hat{\tau}_i = (1 - a_{\tau_i})\tau_i$$  \hspace{2cm} (6.75)

**Melting speed constants, $k_1$ and $k_2$:** The melting speed constants can be identified through experiments. However, these constants will vary with electrode discrepancies. For example, uncertainty as a result of electrode contamination. Moreover, $k_1$ and $k_2$ and parameters in a steady state melting speed model, and as the melting speed, in fact, is a dynamic process, some uncertainty is introduced. Let us assume an uncertainty of 5%, and thus, $a_{k1} = 0.05$ and $a_{k2} = 0.05$. Positive and negative perturbations are given below.

$$\text{positive : } \hat{k}_1 = (1 + a_{k1})k_1$$  \hspace{2cm} (6.76)
$$\text{positive : } \hat{k}_2 = (1 + a_{k2})k_2$$  \hspace{2cm} (6.77)
$$\text{negative : } \hat{k}_1 = (1 - a_{k1})k_1$$  \hspace{2cm} (6.78)
$$\text{negative : } \hat{k}_2 = (1 - a_{k2})k_2$$  \hspace{2cm} (6.79)
Now, having defined worst case uncertainties, it is possible to calculate the worst case \( \delta(e) \), equation (6.53), for all of the 72 different settings. The worst case \( \delta(e) \) for each setting is found for all possible combinations of worst case uncertainties for all variables and parameters, that is, \( x_1, x_2, l_c, v_c, \tau_i, k_1 \) and \( k_2 \). Worst case uncertainties for variation in arc length, only, are shown in Figure 6.7. The values are obtained using the parameter settings found in the and Nomenclature, and moreover, controller gains, \( k_{c1} = 252650 \) and \( k_{c2} = 871 \) (see equation (6.33)). These state feedback control gains are obtained for a closed loop system having a break point a 80 Hz, see Section 6.6.

![Figure 6.7: Worst case uncertainties for variation in the arc length.](image)

Likewise, worst case uncertainties for variation in \( e_2 \), the derivative of the arc length error, have been calculated. These uncertainties are shown in Figure 6.8.

Looking at the uncertainties shown in Figure 6.7 and in Figure 6.8, it is possible to identify an upper bound, \( \varepsilon \), on \( \delta(e) \) for each equilibrium points, and also, it is possible to calculate the constants \( k_{\delta1} \) and \( k_{\delta2} \) for each equilibrium point. Estimates, for each equilibrium point, of \( k_{\delta1} \) and \( k_{\delta2} \) are calculated as stated in the following.
Using these expressions it is assumed that the valid estimates for $k_{\delta_1}$ and $k_{\delta_2}$ can be derived from the maximum value of the uncertainty function $\delta(e)$ for different equilibrium points and different errors. However, this might not be the case as larger values for $k_{\delta_1}$ and $k_{\delta_2}$ might be obtained for less uncertainty. In spite of this (6.80) and (6.81) are used for estimating the constants.

Now, stability is evaluated using the condition stated in (6.64), and below $\theta_M \sqrt{2}$ is calculated for each equilibrium point. As it can be seen, all of the nine values are less than one, and thus, the controlled arc length process is stable under the stated uncertainties. A conclusion that can be drawn only if the qualitative approach used for investigating uncertainties is valid for the system, and also, if the maximal
values for the uncertainties can be used for deriving the worst case slopes $k_{d1}$ and $k_{d2}$.

Data: Loop gains for each equilibrium point:

0.5150
0.3136
0.3732
0.7887
0.6632
0.3938
0.8631
0.8296
0.7185

If the uncertainties are larger than specified the maximal loop gain increases, and similar, if the uncertainties are less than defined the maximal loop gain decreases. Thus, if the uncertainties become too large the loop gain will be larger than one, which means that the stability cannot be guaranteed. However, it does not mean that the system is unstable. In fact, simulations suggest that the controlled arc length process is stable for large uncertainties. In Figure 6.9 the states $x_1$ and $x_2$ for an arc length reference step from 3 mm to 4 mm are shown for both the nominal arc length model, and also, for an arc length model having a large perturbation on the arc length estimator.

In the perturbed system, a 50% error has been added to the arc length estimator, such that, the arc length estimation is 50% too high. As it can be seen, the system is stable under such uncertainty, but as expected, the steady state values are changed, and also, the transients are changed to some extent.

Also, in Figure 6.10 the states $x_1$ and $x_2$ for an arc length reference step from 3 mm to 4 mm are shown for the nominal arc length model and an arc length model in which uncertainty is included. Here, a 100% error has been added to both melting speed constants, such that, both melting speed constants are 100% too high. Again, the system is stable, and also, the steady state values and, to some extent, the transients are changed.

From this analysis, presented in this section, it can be concluded that stability of the arc length process controlled by the feedback linearization based controller can be guaranteed for the given assumptions and for a set of realistic uncertainties. Also, simulations suggest that the nonlinear controller is able to cope with large uncertainties with respect to stability. Note, that integral control is not included in
the controller analyzed in this section, and thus, when including such control, the steady state error on the arc length as a result parameter perturbations not related to the arc length estimate will be removed. Now, having considered stability, performance is considered in the following section.

6.6 Performance

In the former section stability for system uncertainties was considered, and naturally, stability of the closed loop system must be fulfilled. However, the real objective of control is to improve performance. Basically, the feedback controller must be designed, such that, a set of defined performance criteria are fulfilled. Normally, in the time domain, performance criteria are stated by characteristics, such as, rise time, settling time, overshoot, decay ratio, and steady state offset. The first two of these criteria refer to the speed of the response, whereas the last three refer to the quality of the response. Alternatively, it is possible to state performance criteria in the frequency domain. In this case characteristics such as bandwidth, phase margin (PM), and gain margin (GM) are considered. The band-
width can be seen as the frequency range $[\omega_1, \omega_2]$ in which the control is effective, or alternatively, the bandwidth can refer to the closed loop breakpoint. The latter characteristics, PM and GM, relate to stability and robustness. Moreover, when designing the controller, it is normally not enough to specify the performance criteria, also, the structure of the controller and the control parameters must be found.

Now, let us consider the arc length process. For this system a number of objectives or criteria regarding performance can be identified.

**Disturbance rejection**: The controller must ensure a constant arc length in spite of disturbances. In particular, disturbances in the contact tip to workpiece distance, $l_c$, should be considered. In hand held welding, the operator might introduce disturbances by moving the welding pistol. The maximal frequency range for these disturbances is considered to be around 20 Hz, and thus, the controller must be effective in that frequency range, that is, the closed loop system must have a bandwidth of, at least, 20 Hz.

**Noise**: A considerable amount of noise is present in the system. The control
voltage applied to the GMAW process, and supplied from the welding machine, is a switched signal due to the inverter technology used. Normally, the switch frequency is rather high (50 kHz in Migatronic’s Flex 4000 machine), and therefore, it will not affect the arc length controller. However, noise is also generated from the power supply net. In Denmark, the welding machine is supplied with three phase 230 Volt at 50 Hz. The three phases are rectified and low pass filtered, and in spite of the low pass filter, the resulting DC supply voltage will be not be a “pure” DC signal, but rather a rippled signal having a frequency of 300 Hz (6 × 50 Hz). To avoid effects of this kind of noise let us require a closed loop bandwidth somewhat less than 300 Hz.

**Steady state error**: It is important that the controller is able to keep the arc length constant, but also, it is important that this constant is the reference arc length. Thus, the steady state errors, $e_1$ and $e_2$, must be zero. $e_1$ being the arc length error, and $e_2$ being the arc length error derivative, i.e. the error velocity. The reason why zero steady state errors is important is the following. A non-zero equilibrium point arise in the presence of persisting disturbances and uncertainties. These factors are not known beforehand and probably change in time, and therefore, different equilibrium points could be obtain. For example, an equilibrium point having an arc length close to the workpiece causes many short circuits, and thus, such equilibrium point must be avoided.

**Command tracking**: As stated before it must be possible to control the arc length, such that some desired arc length setting or reference is achieved. However, it has not been considered how fast the arc length reference should be reached (speed of response), and also, how the shape of the response should look like (quality of the response). For ordinary GMAW machines the electrode speed and a welding voltage set point is adjusted on the welding machine display prior to the start of the process. Actually, the voltage setting corresponds to the arc length reference, and thus, the arc length reference is set prior to the start of the process. Anyway, reference changes might prove useful in an advanced control strategy, and therefore, command tracking should be possible, but for now, no particular requirements are defined. However, small or no overshoot seems to be preferable, in fact, both with respect to command tracking and, in particular, with respect to disturbances. For example, if the electrode passes an edge, the result is a step in $l_c$. In this case a large overshoot might cause a short circuit to occur.

Before designing the controller let us look at the arc length process, that is, equa-
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In Figure 6.11, bode plots for 6 different current settings are shown. Current settings of 50 A, 100 A, 150 A, 200 A, 250 A, and 300 A are used. For 50 A, the system has a breakpoint (-3 dB) of around 2 rad/s or 0.3 Hz, and for 300 A, the system has a breakpoint (-3 dB) of around 60 rad/s or 10 Hz.

![Bode Diagram](image)

**Figure 6.11**: Bode plots for six different current settings.

Now, how should the control problem be approached? A classical method is loop shaping where the open loop system $G(s)K(s)$ is shaped. $G(s)$ is the process, and $K(s)$ is the controller. Thus, $K(s)$ is shaped to fulfill the control objectives. Typical this approach is used when the process, $G(s)$, and the controller, $K(s)$, has an input-output structure. However, as stated in Section 6.4 the controller is a state feedback controller. Using such control method, it is, in principle, possible to place the closed loop poles as desired. Though, in expense of large control signals if the closed loop dynamics should be considerable different from the process dynamics, however, this is not the case for the arc length process. The pole placement design method [12, Chapter 7] will be used in this work, as it fits nicely with the state feedback control approached described in Section 6.4.
Before deciding on the closed loop dynamics, i.e. the poles, the process must be considered, and let us define that the real control problem is disturbance rejection. Thus, a satisfying closed loop behavior in the presence of disturbances must be reached, and as stated in the control objectives above, disturbances in the tip to workpiece distance, $l_c$, is of concern. From equation (6.23) and equation (6.24) it can be seen that both $\gamma(x)$ and $\alpha(x)$ depends on $l_c$. Thus, disturbances in $l_c$ results in some perturbation, $\delta$, see equation (6.52) and equation (6.53). Hence, we have the following system, where the arc length error, $e_1$, is the output.

$$\dot{e} = (A_c - B_c K_c) e + B_c \delta$$

$$y = C_c e$$

(6.82)

(6.83)

In this system no integral control is included as explained in Section 6.4, and thus, a non-zero steady state error, $e_1$, can be expected. However, first, let us consider a controller having no integral control. According to the previously stated control objectives, the closed loop bandwidth must be higher than 20 Hz, but below 300 Hz. Therefore, for instance, let us choose a closed loop bandwidth of 80 Hz or 500 rad/s. Having decided on a closed loop bandwidth, the corresponding closed loop poles must be identified. These pole locations depends on how ”sharp” the filter should be. Here, the requirement is small or no overshoot. The actual poles are chosen from a prototype design, and a Bessel filter seems to fulfil the requirement of, at least, small overshoot. Using a Bessel filter having a breakpoint at 80 Hz the poles are given by (-435.30 ± 251.33i). Now, the control gain vector, $K_c$, can be obtained using some pole placement algorithm. In Matlab, the algorithms ‘acker’ or ‘place’ can be used to obtain the result, and that is, $K_c = [k_{c1} \ k_{c2}]$ where $k_{c1} = 252651$ and $k_{c2} = 871$. In Figure 6.12 the closed loop for this control is illustrated by a bode plot.

In Figure 6.12 it can be seen that the breakpoint lies approximately as specified. Also, it can be seen, that in steady state the error is different from zero. In Figure 6.13 the step response of the system, that is, equation (6.82) and equation (6.82) is shown. It can be seen that practically no overshoot appears for a step.

A zero steady state arc length error can be achieved by including integral control. How such control is included in the control structure is explained in Section 6.4, but first, let us calculate the effect of not having integral control, and also, having integral in the system. Let us assume that some perturbation $\delta = \bar{\delta}$ is present,
then, from equation (6.82) the steady state error can be calculated. Notice, that in steady state $\dot{e} = 0$.

$$\dot{e}_1 = 0 = e_2 \quad (6.84)$$

$$\dot{e}_2 = 0 = -k_{c1}e_1 - k_{c2}e_2 + \bar{\delta} \quad (6.85)$$

$$\Rightarrow \quad e_1 = \frac{1}{k_{c1}} \bar{\delta} \quad (6.86)$$

Now, if an integrator is used in the closed loop dynamics, see equation (6.41), the following is obtained. Notice, that in steady state $\dot{e} = 0$ and $\dot{\sigma} = 0$.

$$\dot{e}_1 = 0 = e_2 \quad (6.87)$$

$$\dot{e}_2 = 0 = -k_{a1}e_1 - k_{a2}e_2 - k_{a3}\rho + \bar{\delta} \quad (6.88)$$

$$\dot{\sigma} = 0 = e_1 \quad (6.89)$$
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Figure 6.13: Step response for the closed loop system without integral control.

\[ \Rightarrow \]

\[ \sigma = \frac{1}{k_{\alpha 3}} \hat{\delta} \]  

(6.90)

Thus, in steady state, using integral control, the integrator state, \( \sigma \), becomes non-zero, in the presence of a perturbation, but, both \( e_1 \) and \( e_2 \) are zero. When integral control is included the system given below is considered.

\[ \dot{\psi} = (A_a - B_a K_a)\psi + B_a \delta \]  

(6.91)

\[ y = C_a \psi \]  

(6.92)

Like before, the pole placement approach is used, and also, let us use a Bessel filter prototype, and again, let us choose a closed loop bandwidth of 80 Hz or 500 rad/s. This approach gives the poles \((-473.50, -374.73 + 357.49i, -374.73 - 357.49i)\), and the gain vector \( K_a = [k_{a1} \ k_{a2} \ k_{a3}] \), where \( k_{a1} = 6.23 \cdot 10^5 \), \( k_{a2} = 1.22 \cdot 10^3 \), and \( k_{a3} = 1.27 \cdot 10^8 \). In Figure 6.14 a bode plot of the closed loop system is shown. It can be seen that the breakpoint is located at 80 Hz, and also, at low frequencies the error \( e_1 \) vanishes. Of course, at high frequencies the error also disappear, but for another reason. Here, the closed loop dynamics are too slow to react on inputs of those frequencies.

In Figure 6.15 the step response of the closed loop error dynamics is shown. As it can be seen the system reacts fast on inputs, but also, the integrator forces the error towards zero.
Now, the closed loop has been designed, such that, noise does not affect the system, and also, such that disturbances in $l_c$ are rejected. However, command tracking also need to be considered. From equation 6.41 the complementary sensitivity function can be derived, that is, the transfer function from the reference, $r$, to the output, $y = z_1$. 

$$
\begin{bmatrix}
\dot{z}_1 \\
\dot{z}_2 \\
\sigma
\end{bmatrix} = \begin{bmatrix}
0 & 1 & 0 \\
-k_{a1} & -k_{a2} & k_{a3} \\
-1 & 0 & 0
\end{bmatrix} \begin{bmatrix}
z_1 \\
z_2 \\
\sigma
\end{bmatrix} + \begin{bmatrix}
0 & 0 & 0 \\
k_{a1} & k_{a2} & 1 \\
1 & 0 & 0
\end{bmatrix} \begin{bmatrix}
r \\
\dot{r} \\
\ddot{r}
\end{bmatrix}
$$

(6.93) 

$$
y = C \psi
$$

(6.94) 

$r$ is the reference signal, $\dot{r}$ is the derivative, and $\ddot{r}$ is the double derivative of the reference signal. These signals all act as inputs to the system. In Figure 6.16, in Figure 6.17, and in Figure 6.18 the complementary sensitivity functions (transfer function from reference to output) are shown. All plots have a similar break point frequency, and moreover, for low frequencies the effect of the derivatives ($\dot{r}$ and $\ddot{r}$) vanishes. Thus, according to Figure 6.16, the output (the arc length) equals the
input $r$ for low frequencies.

In Figure 6.19 the sensitivity function, $S(s)$, for $r$ is shown. If the complementary sensitivity function is for $r$ given by $T(s)$, then $S(s) = T(s) - 1$. The sensitivity function is the transfer function from a disturbance at the output, $y$, to the output, and thus, the sensitivity function shows the ability of the controller to handle disturbances directly at the output. In this case the arc length, $z_1$. As it can be seen, the controller dampens disturbances at frequencies below the breakpoint, but on the other hand, at frequencies above the breakpoint the controller has no effect. Similar conclusions can be obtained for the sensitivity functions for $\dot{r}$ and $r$. 

121
\[ \dot{r} \]

though, this will not shown here.

It should be noted that, if different command tracking dynamics is preferred, the reference signal can be filtered to obtain the desired response, typically, faster or slower response. Filtering the reference signal in this way is in [49, Chapter 2] referred to as a ‘two degree of freedom control configuration’. However, here, the reference is filtered for another reason. In the control law of equation (6.39) both \( \dot{r} \) and \( \ddot{r} \) are needed as continuous signals. This can be provided by a second order reference filter expressed in the state space form as shown in the following.

\[
\begin{align*}
\dot{\xi}_1 &= \xi_2 \\
\dot{\xi}_2 &= -a_1 \xi_1 - a_2 \xi_1 + a_1 r \\
r_f &= \xi_1 \\
\dot{r}_f &= \xi_2 \\
\ddot{r}_f &= -a_1 \xi_1 - a_2 \xi_1 + a_1 r
\end{align*}
\]

\( a_1 \) and \( a_2 \) are constants, and \( r_f, \dot{r}_f, \) and \( \ddot{r}_f \) are used instead of, respectively, \( r, \dot{r}, \) and \( \dddot{r} \) in equation (6.39).
6.6.1 Simmons

The control structure shown in Figure 6.1 has been implemented in Simulink. Using this implementation, it is possible to simulate the controlled arc length process, and thus, a number of simulations, under different conditions, has been carried out to test the system. Six experiments have been carried out using the implementation in Simulink. These experiments are explained and commented in the following.

**Experiment 1:** In this experiment integral control is not included, and thus, the control vector \( K_c \) is used for the linear control part. The arc length reference, \( l_{ar} \), is set to 0.003 m, the electrode speed, \( v_e \), is set to 16 m/min, and at time \( t = 0.5 \) s, the contact tip to workpiece distance, \( l_c \), is changed from 0.015 m to 0.010 m. Three states are shown in Figure 6.20, that is, the current \( I \), the arc length \( l_\alpha \), and the contact tip to workpiece distance \( l_c \). As is can be seen, when no integral control is included, a persistent change in \( l_c \) from the nominal value gives a steady state arc length different from the reference arc length, which is 0.003 m.

**Experiment 2:** In this experiment integral control has been included, and now, the control vector \( K_a \) is used for the linear control part. Again, the arc length reference, \( l_{ar} \), is set to 0.003 m, the electrode speed, \( v_e \), is set to 16 m/min, and at time \( t = 0.5 \) s, the contact tip to workpiece distance, \( l_c \), is changed from 0.015 m to 0.010 m.
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Figure 6.19: Bode plot of the first sensitivity function. Plot for input $r$ and output $y = z_1$.

to 0.010 m. The three states $I$, $l_\alpha$, and $l_c$ are shown in Figure 6.21. Here, because of the integrator, the steady state arc length equals the arc length reference.

**Experiment 3:** This experiment is similar to experiment 2 except for the noise added in experiment 3. Bandlimited Gaussian noise having a mean equal to zero, and a variance equal to $0.002^2$ is added to the contact tip to workpiece distance, $l_c$. The Gaussian noise is bandlimited at 20 Hz to simulate disturbances from manual movement of the welding pistol. The three states $I$, $l_\alpha$, and $l_c$ are shown in Figure 6.22. As it can be seen, the controller is able to keep the arc length close to the reference in spite of significant disturbances.

**Experiment 4:** This experiment is similar to experiment 3 except for the following. No step in $l_c$ is applied, but instead, the arc length reference, $l_{ar}$, is changed from 0.003 m to 0.004 m at time $t = 0.5$ s. The three states $I$, $l_\alpha$, and $l_c$ are shown in Figure 6.23. As it can be seen, the controller tracks the arc length reference signal. The reason for the long transient phase, compared to the transient phase for changes in $l_c$, is reference filter which only allows for relative slow arc length reference changes. In fact, $l_{ar}$ has a shape, except for the noise, similar to the arc length, $l_\alpha$, shown in Figure 6.23.
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Figure 6.20: Test 1: Step in $l_c$, and no integral control included.

Experiment 5: This experiment is similar to experiment 4 except for the noise. A 300 Hz sinusoidal signal having a amplitude of 0.0001 is added to the measured arc length, that is, the measured $x_2$, see Figure 6.1. This sinusoidal signal is applied to simulate the effect of the three phase supply voltage which is rectified and filtered in the welding machine. Rectification and filtering gives a 300 Hz ripple on the DC supply voltage to the inverter, and as the arc length mainly is measured as a function of the terminal voltage, the effect of the 300 Hz ripple can be simulated by a applying a 300 Hz signal at the arc length measurement. The three states $I$, $l_a$, and $l_c$ are shown in Figure 6.24.

Experiment 6: In this experiment integral control is included, as in experiment 2 to 5. The electrode speed, $v_e$, is set to 16 m/min, and at time $t = 0.45$ s, the arc length reference, $l_{ar}$, is changed from 0.003 m to 0.004 m, and also at time $t = 0.55$ s, the contact tip to workpiece distance, $l_c$, is changed from 0.015 m to 0.010 m. Bandlimited noise as in experiment 3 is applied, and supply noise as in experiment 5 is also applied. The three states $I$, $l_a$, and $l_c$ are shown in Figure 6.25. As it can be seen, the controller maintains the arc length at the arc length reference in spite of the noise and disturbances.
6.7 Arc Length Reference

In this chapter, drop detachment has not been considered. In fact, drop detachments has not been included in the model describing the arc length process. Thus, it is assumed that electrode material continuously are removed from the electrode during welding. However, in practical welding this is not so. As explained in Chapter 3, melted electrode material forms a drop at the tip at the solid electrode, and at some point the drop detaches from the electrode, and then, a new drop starts forming. For an uncontrolled process (constant voltage), the drop growth and detachment results in an arc length which becomes smaller during the growth period, and then, at drop detachment, jumps to a larger value. Thus, the arc length has a saw-toothed shape. When an arc length controller is applied, such a controller tries to compensate for the changing arc length caused by the drop growth and detachment. However, we want to control the arc length process as if no drop was present, and thus, the arc length controller can be improved by making the arc length reference signal, \( l_{ar} \), saw-tooth shaped. This is shown in Figure 6.26. The reference is high just after expected drop detachments, but low before expected detachments. The difference between the low and the high reference value must be equal to the difference between the length of a drop just before detachment and
6.8 Discussion and Conclusion

In this chapter a nonlinear arc length controller has been developed. The nonlinear controller is based on a nonlinear model of the part of the GMAW process which is relevant for arc length control. This model included an approximation of the current dynamics taken the inner current controller into account. Based on the model, the nonlinear system is transformed, into normal form using feedback linearization, in which the functions \( \alpha(x) \), \( \gamma(x) \), and \( T(x) \) are used.

Stabilization and tracking are considered. A reference vector is introduced, and using state feedback control, a condition for stability of the error dynamics is derived. Integral control is included by augmenting the original system with an additional equation, and also, a condition for stability of the system excluding integral control is derived. The nonlinear controller uses feedback measurements of the current and the arc length. The current can be measured directly in the

Figure 6.22: Test 3: Step and bandlimited Gaussian noise applied to \( l_c \).

the length of a drop just after detachment.
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The welding system, but this is not the case for the arc length. The arc length is estimated based on the current and the terminal voltage.

Uncertainty is considered, and based on a general description of uncertainties, the control system dynamics is reformulated with respect to uncertainties. Afterwards, a set of realistic uncertainties are introduced, and stability is proven for a controller with no integral control included.

A number of performance criteria are presented, and based on these criteria, and using a prototype design approach, a set of controller constants are found. The performance criteria used includes disturbance rejection, noise, steady state errors, and command tracking. Especially, disturbance rejection is taken into account, and thus, to avoid disturbances with respect to manual movement of the welding pistol a closed loop bandwidth of 20 Hz is chosen.

To test the arc length controller a simulation program has been developed, and using the program six experiments were carried out. From the experiments it can be derived that integral control is needed to remove the effect of a persistent disturbance or perturbation in the system when compared to the model. Also, it
can be seen that the controller is able to handle disturbances and noise which can be expected in practical welding, and moreover, the controller is able to handle command tracking.

The main conclusions of this chapter is stated in the following.

- The arc length process is nonlinear, and to account for this nonlinearity, a nonlinear controller has been developed.
- No operation points for the controller need to be selected, and therefore, only one linear controller need to be tuned for all possible arc lengths and current (or electrode speed) settings.
- It has been shown how stability can be analyzed given a set of uncertainties.
- Based on a set of performance criteria it has been shown how to tune the arc length controller.
Figure 6.25: Test 6: A step in reference, a step in $l_c$, bandlimited noise, and supply noise are included.

Figure 6.26: saw-toothed shaped reference signal to compensate for drop detachments.
In this chapter metal transfer control for pulsed GMAW is considered. Two methods for metal transfer control are presented. Both methods are based on obtaining a uniform drop size prior to pulse initiation.

### 7.1 Objectives and Strategies in Pulsed GMAW

In Chapter 5 it is explained that, basically, two tasks must be taken into account when developing a control system for pulsed GMAW. These tasks are arc length control and metal transfer control. In Chapter 6 an arc length controller for the GMAW process was developed, and in this chapter metal transfer control is addressed. In Chapter 5, configuration of the GMAW control system was discussed, and the arc length controller and the metal transfer controller were put into a cascade coupled structure. This structure is shown in Figure 7.1.

![Figure 7.1: The pulsed GMAW control structure.](image)

In pulsed GMAW, current pulses are used for detaching drops at the tip of electrode. As stated in Chapter 5, one pulse should detach one drop, that is, the ODPP (One Drop Per Pulse) objective. To detach a drop for every pulse, the pulses used, must be strong enough to detach a drop, but on the other hand, not so strong that more than one drop is detached. Moreover, as stated and explained in Chapter 5, the drops should be detached using a minimal amount of energy.
Section 7.1: Objectives and Strategies in Pulsed GMAW

The ability of a pulse to detach a drop depends on the shape of the pulse, and as stated in Chapter 5, a pulse does not necessarily need to have a rectangular shape. Though, this shape was originally used in pulsed GMAW, the rectangular shape is in general not used in modern advanced pulsed GMAW. Rather, in modern advanced pulsed GMAW, the chair shape shown in Figure 7.2 is typically used. Pulse shapes are discussed in Section 7.1.2.

![Figure 7.2: The current during pulsed GMAW. A period is divided into a base period and a pulse period. Here, a chair shaped pulse is used.](image)

In Section 3.5, a number of criteria for drop detachment are presented. Three models are presented for drop detachment. These are a static force balance model (SFBM), a dynamic force balance model (DFBM), and a model based on the pinch instability theory (PIT). In both the SFBM and the DFBM, drop detachment depends on the total force, \(F_T\), which, in this thesis is described by the gravitational force, \(F_g\), the electromagnetic force, \(F_{em}\), the drag force, \(F_d\), and the momentum force, \(F_m\). Of these forces the electromagnetic force is far most significant, and \(F_{em}\) depends on the size of the drop (drop radius), see equation (3.17). In DFBM, the drop detachment criterium also depends on the acceleration of the drop, and a large acceleration is caused by large changes in the total force, \(F_T\). At strong currents, that is, in the pulse interval, the electromagnetic force dominates in the total force, and thus, as \(F_{em}\) also depends on the magnitude of the current, the DFBM becomes dependent of the change in current, that is, \(dI/dt\). However, the acceleration does not only depend on the change of force, but also, again, on the size of the drop, as small drops, for some applied force, obtain a higher acceleration than large drops. In the detachment model based on the PIT, the criterium
for detachment depends on the drop radius, \( r_d \), on the position of the drop, \( x_d \), and on the magnitude of the current. The position \( x_d \) both depends on the magnitude of the total force, and also, it depends on the change in the total force (or change in current), as a sudden change in force gives rise to drop oscillations, and thus, change in \( x_d \). The conclusion is that, no matter which drop detachment criteria is considered, drop detachment depends on the drop size.

Let us assume that the pulses are given by some fixed shape, such that, all pulses are identical, or at least, all pulses have an identical sequence of control signals, \( I_r \). Also, suppose that the size of the drop, or radius, immediately before initiation of the pulse period differ from period to period. Then, conservative pulse shapes must be used for the pulses to ensure drop detachment for all possible drop sizes. For example, if the drop is relatively small, then, some given pulse shape might not be able to detach the drop. Therefore, to ensure drop detachment, also for the small drop, the pulse height or duration must be increased. However, now, for a large drop, the given pulse shape might be over-sized, in the sense, that the drop is detached in the beginning of the pulse, and thus, the rest of the pulse just contributes to excess melting and a large heat input into the workpiece. Thus, the objective of minimal energy used for drop detachment is not fulfilled.

To ensure drop detachment using a minimal amount of energy can be obtained by adjusting each pulse to the state of the drop, especially the drop size, immediately before the pulse period initiation. However, drop detachment with a minimal amount of energy, but using some fixed pulse shape, can be achieved if the drop size is the same immediately before initiation of every pulse period. In practice, it is difficult to derive the shape of a pulse based on the drop detachment models, as these models are not precise. Thus, the specific pulse measures must be determined based on practical experiments. So, in this approach a fixed pulse shape used, and it must be ensured that the drop radius (size) is constant before detachment. From a practical point of view, the latter approach seems to be the best solution, and therefore, this ‘uniform drop size approach’ is chosen. So, the uniform drop size approach becomes the basic idea in the metal transfer algorithm presented in this chapter.

In the following section, arc length control in pulsed GMAW is addressed, and in this context, the drop size is also addressed. Afterwards, the shapes of the pulses are discussed.
7.1.1 Arc Length Control in Pulsed GMAW

In the following, arc length control for pulsed GMAW is considered. Four methods of arc length control for pulsed GMAW will be discussed. The first two methods (method 1 and method 2) are used in industry today, and especially, the first method. The last two methods (method 3 and method 4), are modifications of the first two methods, but the uniform drop size objective is taken into account. The latter two methods are novel with respect to pulsed GMAW.

**Method 1 (Fixed Frequency Method):** Traditionally, in pulsed GMAW, a fixed pulse frequency is used, and during the base period, see Figure 7.3, the arc length controller is active, and thus, the arc length is adjusted during the base period. So, no arc length control is carried out in the pulse period, and thus, this lack of arc length control results in a decrease in performance (the ability to react on arc length changes). However, in general, the average current, or alternatively, the average melting rate, is much higher during the pulse period. This means, that the arc length control performance is decreased for an increasing arc length, but on the other hand, the performance is maintained for a decreasing arc length. From a practical point of view, it is important to maintain the performance for a decreasing arc length, as short circuits must be avoided, but a decrease in performance for an increasing arc length is in most applications of less concern. However, if one wants to minimize the energy developed in the arc during one period, \( E_p \) (see below), the arc length (corresponding to the arc voltage, \( U_a \)) must be low, but a small arc length might be difficult to maintain if the performance for an increasing arc length is decreased.

\[
E_p = \int_{t_0}^{t_2} U_a(t)I_w(t)dt \tag{7.1}
\]

As stated before, the arc length controller is active during the base period. Thus, during this period, the arc length controller outputs a control signal, the reference current \( I_{rc} \). This results in some electrode melting in the base period. The piece of melted electrode material is expressed in the following. \( x_{mb} \) [m] is the piece of melted electrode in the base period. Time \( t_0 \) and \( t_1 \) are shown in Figure 7.3.

\[
x_{mb} = \int_{t_0}^{t_1} v_m(I_{rc}, I_a)dt \tag{7.2}
\]
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Figure 7.3: The fixed frequency method. Arc length control is carried out by direct adjustment of the current reference during the base period.

There is no guarantee that $x_{mb}$ does not vary from period to period due to the control effort for arc length control, and therefore, using this fixed frequency method, a uniform drop size at detachment cannot be obtained.

Method 2 (Pulse-by-pulse Method): Instead of using a fixed frequency (fixed period), a variable period can also be used in pulsed GMAW. Here, the length of the base period is used for controlling the arc length, and therefore, a fixed base current is used. The control is carried out on a pulse-by-pulse basis, such that, the base period length is calculated based on the information from the former period, that is, the average arc length and the average melting effort. This is illustrated in Figure 7.4.

Figure 7.4: During every period welding measurements are obtained and saved. Just before initiation of a new period, the length of the base period is calculated based on the saved measurements.
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A large base period equals a small control effort, and on the other hand, a small base period equals a large control effort. Such approach is used in a number of advanced and modern welding machines. It seems, that the reason for using such control approach, is the ability to control the arc length also for low arc length references. The average energy developed in the process becomes a function of the time period between the pulses and not, as for the fixed frequency method, the base current level. The base current can only be lowered to some point, as the arc must be maintained, but for the variable frequency method, the base current is fixed, and thus, the arc can be maintained for a low arc length reference.

Like the fixed frequency method, the varying pulse period method also has a decreased performance with respect to arc length control. This decrease in performance is caused by the pulse-by-pulse control approach, as a time delay is introduced into the control system. Such time delay has a great influence at low pulse frequencies. For example, in some welding applications, the average pulse frequency can be as low as 5 Hz, and thus, the time between each update is rather long.

**Method 3 (Compensation Control Method):** In the third method, like the second method, a variable base period is used, and also, the fixed base current approach is used. However, the pulse-by-pulse approach is avoided. Now, the arc length controller, in the base period, controls the process as if no metal transfer controller was present (see Figure 7.1), but instead of applying the arc length control signal, the fixed base current is applied to the process. In the end of every base period, additional electrode material is added to the drop to obtain a uniform drop size prior to detachment. In Section 7.2 this is described in greater detail.

**Method 4 (Direct Control Method):** In the first method, the arc length is controlled by adjusting the current during the base period, and in the second method, the arc length is controlled by adjusting the base period time given some fixed base current. However, in this method, both principles are used at the same time, that is, both base period current control and base period time control. Now, instead of defining the current settings during a whole period, and prior to the period, the current is adjusted during the base period, as in the first method. However, the frequency is not fixed, as in the first method, as a pulse is initiated when a certain length of a electrode has been melted. This means, that a uniform drop size prior to the pulse period is obtained. Like method 3, this method is described and
analyzed in greater detail in Section 7.2.

7.1.2 Pulse Shapes

In this section, different pulse shapes are discussed. In the pulsed GMAW process, current pulses are used for drop detachment. Basically, strong current helps drop detachment because of the strong downward acting force, and moreover, because of the pinch effect. A strong current results in a strong electromagnetic force, \( F_{em} \), see equation (3.17), and if this force exceeds the surface tension force, drop detachment occurs. Also, a strong force pinches the neck of the drop, and thus, helps drop detachment, see Appendix C. However, drop detachment does not only depend on the level of the current. Some important characteristics are stated in the list below, where static characteristics are left out, as, for example, the surface tension constant, \( \gamma_{st} \).

- The size of the drop.
- The magnitude of the pulse current.
- The current derivative, \( dI_w/dt \).

The effect of these characteristics have already been discussed in some detail, except for the current derivative, which has only been shortly discussed. So, with respect to the current derivative, a sudden change in current causes a sudden change in the electromagnetic force acting the drop, and thus, the drop starts to oscillate. The drop, attached to the tip of the electrode, either moves towards or away from the electrode. When the drop is close to the tip of the electrode, drop detachment is difficult, but on the other hand, when the drop is stretched out, drop detachment becomes easier. This is included in the PIT drop detachment model, see equation (3.30), by the drop position, \( x_d \).

The ability of strong currents to provide drop detachments, suggest that a rectangular pulse should be used for drop detachments in the welding process. However, in industry and in the literature, other pulse shapes are also used or suggested. Such shapes are illustrated in Figure 7.5 and discussed in the following.

Four different pulse shapes are shown in Figure 7.5. The first pulse shape, in Figure (A), is the rectangular pulse. Such pulse shape was traditionally used in pulsed GMAW, but today, modern welding machines rather use the pulse shapes
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![Pulse Shapes](image)

**Figure 7.5:** The figures shows welding current during the pulse period. (A) A rectangular pulse shape. (B) A chair formed pulse shape. (C) A chair form with exponential current decrease. (D) A double pulse.

Illustrated in Figure (B) and (C). The chair shape of Figure (B) starts by an increase of current up to the top pulse current level. By using some slope, which can be provided by the welding machine, rather than an instantaneous increase in current, which cannot be provided, the real current slope becomes independent of uncertainties and discrepancies in the welding machine and the process. This is important, as the pulse shape is not tuned for every machine and every process.

Clearly, the purpose of the top pulse is drop detachment, but in Figure (B) and (C), the current slopes down toward some lower current level. In practice, the pulse shapes in Figure (B) and (C) provides good results, but present knowledge of the welding process does not seem to give a precise answer. This is probably because of the complexity of the drop detachment process. However, if considering the electromagnetic force one can speculate on the reasons. Experimentally, it has be
observed that, for good weld quality, drops should be detached just after the top pulse. However, it is difficult to ensure that drops always detach on the downward slope from the top pulse. Thus, this suggests a lower level current followed by top pulse. Moreover, as stated before, if the change of current is high, the drop starts oscillating. Such oscillation, or drop movement, either helps or dampens the drop detachment process, and thus, for robustness, it might be best to avoid a rapid fall in current, as illustrated in Figure (C).

In the last figure, Figure (D), two pulses are shown. Such pulse shape is proposed in [52] and in [56], but has, to my knowledge, not yet been adopted by welding machine producers. The idea by having two pulses is the following. The first pulse should not detach the drop, but rather, the first pulse should provide drop excitation, that is, drop oscillations. Next, the second pulse should be applied when the drop moves downward, and thus, for drop detachment, take advantage of the drop momentum. Potentially, such approach could provide drop detachment at the expense of less energy when compared to other pulse shapes.

### 7.2 Uniform Drop Size

In this section, the third and the fourth method mentioned in Section 7.1.1 will be described in greater detail. In both methods, the aim is to ensure a fixed drop size prior to the pulse period. In Figure 7.2, the base period and the pulse period are shown, and using time $t_0$, $t_1$, and $t_2$ from the figure, the total melting of electrode during the whole period is given below. The total melting $x_{mt}$ is expressed as length of electrode.

$$x_{mt} = \int_{t_0}^{t_2} v_m(I_w, l_s) dt = \int_{t_0}^{t_1} v_m(I_w, l_s) dt + \int_{t_1}^{t_2} v_m(I_w, l_s) dt \quad (7.3)$$

where $v_m$ could be expressed by

$$v_m(I_w, l_s) = k_1 I_w + k_2 I_w^2 l_s \quad (7.4)$$

$k_1$ and $k_2$ are constants, $I_w$ is the welding current, and $l_s$ is the electrode stick-out.

Now, as stated above, the aim in both methods is to ensure a uniform or fixed drop size immediately prior to the pulse period. If one drop is detached for every
pulse, it can be expected that the drop detaches during the pulse period, and given
a uniform drop size at the beginning of the pulse period, it can also be assumed
that the drops detaches approximately at the same point in time during the pulse
period. Thus, considering that the melting speed, $v_m$, mainly depends on the
current, which is fixed to some shape during the pulse interval, the melting prior
to detachment can be expected to be constant. Therefore, to ensure a uniform
drop size prior to detachment, only the base period melting length, $x_{mb}$, need to
be considered. In the base period, the length of melted electrode, $x_{mb}$, can be
expressed as in the following.

$$x_{mb} = \int_{t_0}^{t_1} v_m(I_w, t_s) dt$$  \hspace{1cm} (7.5)

In general, for some fixed pulse frequency, the melting length $x_{mb}$ will not be
uniform, as this variable depends on the control effort during the base period to
maintain the arc length reference. For a large control effort, that is, a large average
$I_{rc}$ during the base period, the melting length $x_{mb}$ will be large, but on the other
hand, for a small control effort, the melting length $x_{mb}$ will be small. Thus, $x_{mb}$
is not uniform. However, a uniform melting length can be obtained by adjusting
the length of the base pulse period during welding. This is explained in the two
proposed methods in the following. The first method, that is, Method 3 in Section
7.1.1, is called the ‘compensation control method’. The second method, that is,
method 4 in Section 7.1.1, is called the ‘direct control method’.

### 7.2.1 Compensation Control Method

In this method, the arc length is controlled by adjusting the length of the base
period, as the current, in this period, is fixed at some base current level, $I_{rb}$. Also,
the shape of the pulse in the pulse period is fixed. The length of the base period
depends on the control effort from the arc length controller, and thus, the total
length of melted electrode during the base period is not uniform. Therefore, to
obtain a uniform drop size, additional melting is done by the end of the base
period to compensate for the drop size. Electrode material are added to the drop,
and thus, only small drops can be compensated to obtain the desired drop size.
Already melted material cannot be removed. However, as a rather low current is
used during the base period, the drop size will normally be too small.

As stated above, arc length control is carried out by adjusting the length of the
base period. To make such adjustments, any arc length controller, with the current reference as the control signal, $I_{rc}$, can be used. No special controller needs to be designed for arc length control in pulsed GMAW, see Figure 7.1. The length of the base period is determined from the control effort as stated below. The control effort can be expressed as a melting speed control signal, $v_m(I_{rc}, l_s)$, which is integrated to give the melting length. The melting speed $v_m$ is given by equation (7.4), and for simplicity, $l_s$ is assumed to be constant. Now, when the integral exceeds some constant, $x_{cond}$ (melting length condition), a pulse is initiated.

\[
\text{Pulse if : } \int_{t_0}^{t_1} v_m(I_{rc}, l_s) dt \geq x_{cond} \quad (7.6)
\]

During the base period, the current reference, $I_r$, see Figure 7.1, is not given by the arc length control signal $I_{rc}$, but rather, the current reference is given by some fixed base current $I_{rb}$. The length of melted electrode in the base period is given by the welding current, which depends on the reference $I_{rb}$, and the stick-out during this period. Thus, we have

\[
x_{mb} = \int_{t_0}^{t_1} v_m(I_w, l_s) dt \quad (7.7)
\]

If $x_{mbr}$ is the desired base period melting length, that is, the reference melting length, a melting length error, $e_{mb}$, can be defined.

\[
e_{mb} = x_{mbr} - x_{mb} \quad (7.8)
\]

The melting length $x_{mb}$ depends on $x_{cond}$, as the base period length depends on this constant. Therefore, $x_{cond}$ should not be too large, as a large $x_{cond}$ might result in a negative $e_{mb}$, which means that the drop is too large. In general, as a low base current, $I_{rb}$, is used, the control signal, $I_{rc}$, will be larger than the welding current, and therefore, to ensure some drop compensation, the melting length condition, $x_{cond}$, is chosen such that

\[
x_{cond} = x_{mbr} \quad (7.9)
\]

Now, the melting length error, $e_{mb}$, must be compensated for. This is done during a short compensation interval, see Figure 7.6. In a time interval $\Delta t_c$, the current $I_{wc}$ is applied to the process to compensate for $e_{mb}$.
\[ e_{mb} = v_m(I_{wc}) \Delta t_c \quad \Rightarrow \quad \Delta t_c = \frac{e_{mb}}{v_m(I_{wc})} \] (7.10)

Figure 7.6: The compensation control method. Immediately after the base period, additional melting is done to obtain a uniform drop size prior to the pulse period.

### 7.2.2 Direct Control Method

In the direct control method, that is, Method 4 in Section 7.1.1, the length of the base period is adjusted like in the compensation control method. However, during the base period the arc length is controlled directly by the arc length controller. Thus, no compensation like in Method 3 is required. Like for the compensation control method, a pulse is initiated when some specified length of electrode has been melted. As no compensation is included, the specified length of electrode must be the reference melting length, \( x_{mbr} \). So, the following condition is obtained.

\[
\text{Pulse if: } \int_{t_0}^{t_1} v_m(I_w, l_s) dt \geq x_{mbr} \]
(7.11)

Notice, that the measured welding current is used instead of the control signal, as used in condition (7.6). This is possible as \( I_w \) and \( I_r \) are almost equal (\( I_w \) is controlled by the fast inner current controller, see Figure 7.1), and moreover, as in the base period, \( I_r = I_{rc} \). In Figure 7.7 the direct control method is illustrated.
7.3 Simulations

In this section, the two methods described in the previous section are implemented and tested in a simulation program developed in Simulink. Also, the two methods are compared to Method 1 in Section 7.1.1, that is, the fixed frequency method. Method 2 is not implemented and compared to the other methods, as this method requires a different arc length controller, and thus, the value of such comparison is limited. In Figure 7.8, the developed simulation program is illustrated, and in the following, five different experiments are carried out using the simulation program. The results from these experiments are presented below, but first, the simulation program and the settings are explained.

In Figure 7.8, the simulation program is illustrated. The arc length reference is filtered by the second order filter and the states $r$, $\dot{r}$, and $\ddot{r}$ are provided to the arc length controller, see Chapter 6. Also, the measured current, that is $I_{wm}$, the estimated arc length, $l_{am}$, and the electrode speed, $v_e$, are fed to the arc length controller. The arc length controller outputs the reference control current, $I_{rc}$, which is fed to the metal transfer controller. In this controller, either the fixed frequency method, the compensation control method, or the direct control method is implemented, but for all methods the chair pulse shape, shown in Figure 7.5.(B), is used. The output from the metal transfer controller is the reference current, which becomes the input to the inner current controller and the GMAW process. The model of the GMAW process includes the melting rate model, and the equations describing the drop dynamics. The model based on the pinch effect theory...
(PIT) is used for evaluating when drop detachments occurs, as the PIT model is well suited for describing drop detachment for strong currents. An electrode speed $v_e = 6 \text{ m/min}$ is used for all experiments presented in the following, and if not stated otherwise, an arc length reference of 0.003 m is used. Other parameters can be found in the Nomenclature.

**Experiment 1:** In this experiment no disturbances or noise are included, and also, nominal parameters and settings are used. During the pulse period the top pulse level is set to 340 A. In Figure 7.9 the welding current from time $t = 0.1 \text{ s}$ to $t = 0.5 \text{ s}$ are shown for, respectively, the fixed pulse method (M1), the compensation control method (M3), and the direct control method (M4). The stars in the upper part of the plots shows the drop detachment locations during the time interval. For the fixed frequency method, drop detachment does not occur for all pulses, which means, that the ODPP objective is not reached. However, for both the compensation control method (M3) and the direct control method (M4), drop detachments occur for all pulses. This indicates that the ability of M3 and M4 to adjust the base period, to obtain the some preferred drop size, has a positive effect with respect to drop detachment and the ODPP objective. A zoom on Figure 7.9 is shown in Figure 7.10. In this figure, the welding current during the pulse periods and the base periods can be seen. For M1 and M4, in the start of the base period, the welding current is very low, as the control output, $I_r$, saturates to some spec-
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ified lower limit. This is because a drop has just been detached, and thus, the arc length has become too long. Later during the base period, the arc length reaches the reference arc length, and more power must be put into the process to keep the arc length at the reference. Notice, that the saw-tooth shaped arc length reference proposed in Section 6.7 has not been implemented in the simulation program. If it was, the base current in M1 and M4 would rather have a shape like, for example, in Figure 7.7.

Figure 7.9: Experiment 1. The welding current for the three methods, M1, M3, and M4. The stars on the plots shows the drop detachment locations.

**Experiment 2:** This experiment is similar to experiment 1 except for one parameter. In experiment 2 a pulse top current of 380 A is used. The result is shown in Figure 7.11 for M1, only. Now, as it can be seen, drop detachment occurs also for M1. So, by increasing the top current level, and thus, the energy generated by the pulses, the ODPP objective is reached for M1, but on the other hand, the drops are not detached using a minimal effort (energy), as less energy was used for drop detachment for M3 and M4 in experiment 1. This can be seen by comparing Figure 7.11 with M3 and M4 in Figure 7.9. Compared to M3 and M4 in Figure 7.11, M1 in Figure 7.11 has more and stronger pulses, and thus, more energy is used.
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So, experiment 1 and 2 suggests that, using the two proposed methods, that is, the compensation control method (M3) and the direct control (M4), less detachment effort is required.

**Experiment 3:** This experiment is similar to experiment 1 except for the following. The contact tip to workpiece distance, \( l_c \), is changed during simulation, such that \( l_c = 0.015 + 0.003 \sin(10\pi t) \). Thus, \( l_c \) is moved in a 5 Hz sinusoid around the nominal value. In Figure 7.12, the current for the three methods are shown.
As is can be seen for M3 and M4, the frequency is affected by the sinusoidal disturbance, and also, the ODPP objective is maintained in spite of the disturbances. This is not the case for M1.

![Graphs showing welding current for methods M1, M3, and M4.](image)

**Figure 7.12:** Experiment 3. The welding current for the three methods, M1, M3, and M4. The stars on the plots shows the drop detachment locations.

In Figure 7.13, the length of melted electrode is shown for the three methods. For the fixed frequency method, which does not provide detachment for every pulse, the drop grows rather large and detaches after a number of pulses. For the other methods, it can be seen, that the sinusoidal disturbance results in different drop sizes both at detachment and prior to the detachment pulse. Thus, a uniform drop size prior to the pulse period is not obtained. The reason for this is the disturbance in $l_c$, as the melting speed estimate (equation (6.2)) is based on the parameter $l_c$. However, in spite of the changing $l_c$, drop detachment still occurs, and apparently the two methods, M3 and M4, have some robustness. In Figure 7.14, it can be seen, for M3, how the drop oscillates during a short period of time. $x_d$ is the drop position, using a downward pointing axis. So, each peak corresponds to a point where a large force is applied to the drop, and that is, in the pulse period.
Experiment 4: This experiment is similar to experiment 1 except for the following. At $t = 0.25$ s the contact tip to workpiece distance, $l_c$, is changed from the nominal value $0.015$ m to $0.012$ m, and also, bandlimited noise is applied to $l_c$. The noise has a mean equal to 0, a variance equal to $0.002^2$, and is bandlimited at 20 Hz, such that, the energy in the signal is maintained. Under such disturbance, currents and detachments are shown for the fixed frequency method (M1), the compensation control method (M3), and the direct control method (M4) in Figure 7.15. Now, as it can be seen, the ODPP objective is not reached for both M1 and M4. So, it appears that M4 is less robust when compared to M3. However, with respect to the ODPP objective this could be expected, as for M3, the compensation pulse helps detachment. On the other hand, M3 has a disadvantage, compared to M4, which has not yet been mentioned. During the base period the direct control method is able to react instantaneous on arc length errors, but this is not the case for M3, as the base current is fixed. Thus, M3 is less suited to react on short circuits or near short circuits (very low arc voltage) with the workpiece.

Experiment 5: This experiment is similar to experiment 4 except for the follow-
Figure 7.14: Experiment 3. The position of the drop during welding for the third method, M3.

7.4 Discussion and Conclusion

In this chapter metal transfer algorithms are presented. The first of these methods is the fixed frequency pulse scheme, which can be considered as the traditional scheme used in pulsed GMAW. In this method arc length control is performed between the pulses. In the second method a variable frequency is used, but opposite the first method, arc length control is not performed between the pulses. Rather, the arc length control action is performed for each period, that is, the base period plus the pulse period. Such method is used in Migatronic’s Flex 4000 welding machine. Both the third method and the forth method are based on obtaining a uniform drop size prior to pulse initiation. The goal of such approach is to enhance robustness and be able to lower the pulse energy. The third method is also called the compensation control method, referring to the melting length compensation performed before pulse initiation. The forth method is also called the direct control method, referring to the direct control of the arc length during the base period.

Different pulse shapes are discussed, and four shapes are identified and discussed.
These includes the rectangular shape, the chair form, the chair form with exponential decrease, and the double pulse shape. Of these shapes the chair shape is used in the simulations.

To test the metal transfer methods a simulation program has been developed, and using the program five experiments were carried out. Basically, the experiments suggest that drop detachments can be performed in spite of disturbances and reference changes, without introducing robustness by increasing the pulse energy. Also, it appears that with respect to drop detachment, the compensation control method is superior when compared to the direct control method. However, the direct control method is able to react directly on arc length disturbances in the base period, and thus, with respect to short circuits this method seems to be the preferred choice.

The main conclusions of this chapter is stated in the following.

- A novel metal transfer control method referred to as the compensation control
method has been proposed. The method is based on obtaining a uniform drop size prior to pulse initiation.

- A novel metal transfer control method referred to as the direct control method has been proposed. Like the compensation method, the method is based on obtaining a uniform drop size prior to pulse initiation.

- Simulations show that drop detachments can be performed in spite of disturbances and reference changes. Also, robustness is introduced without increasing the pulse energy.

Figure 7.16: Experiment 5. The arc length reference is changed from 0.003 m to 0.005 m during welding using M3, the compensation control method. Detachments also occur during the change of reference.
In this chapter an arc length minimization algorithm is presented. Arc length minimization is carried out to minimize the heat input and improve the focus ability.

8.1 Optimization by Arc Length Minimization

In Chapter 5, a number of objectives for control of the GMAW process are stated. One objective is to use a minimal amount of the energy in the process, as low energy results in a low heat input into the workpiece. Another objective is to have a minimal arc length during welding.

The average energy developed in the process, basically, depends on the welding current and the arc voltage. In pulsed GMAW, in the base period, the current depends on the control effort from the arc length controller, and, in the pulse period, the current depends on pulse shape. Thus, it is not possible to adjust the current directly to minimize the energy developed in the process. However, the arc voltage, and thereby the energy, can be decreased by decreasing the arc length in the process. Moreover, as described in Chapter 5, a small arc length has another advantage, that is, a small arc is easier to focus during welding. So, to ensure a minimal amount of energy developed in the process, and also, to enhance the ability to focus the arc, a small arc length is needed. However, if the arc length becomes too small, short circuits can be expected. In general, short circuits must be avoided in the process. This is also stated as an objective in Chapter 5.

In Section 8.2 an arc length minimization method, or algorithm, is proposed. In this method the arc length is minimized during welding, towards some lower limit, by adjusting the arc length reference, \( l_{ar} \), to the arc length controller. The lower limit of the arc length depends on the number of short circuits. In general, short
circuits should be avoided, but actually, a few short circuits per time unit are acceptable during welding. Short circuits are detected by the supervision layer in the welding machine, see Chapter 5, by evaluating the terminal voltage, $U_t$. If this voltage is below some threshold, the supervisory layer draws the conclusion that a short circuit has occurred, and activates some kind of anti short circuit mechanism. For example, the current is increased until the short circuit is no longer present.

8.2 Method for Arc Length Minimization

In this section the arc length minimization method is explained. The aim is to minimize the arc length reference, $l_{ar}$, fed to the arc length controller, towards some lower limit. We will accept some short circuits per time unit during welding, and thus, the lower limit on the arc length reference will depend on this accepted number of short circuits per time unit.

The number of short circuit per time corresponds to some specified (reference) average time interval between short circuits. Let us denote this reference time interval as $T_{scR}$. As stated in the former section, the supervisory layer in the welding machine detects and handles short circuits that occurs during welding. Thus, from the supervisory layer the short circuit events can be obtained, and the time between such events can be measured. Let us denote the time between short circuits as $T_{sc}$.

Now, we want to develop a mechanism which adjust the time between short circuits, $T_{sc}$, towards the time between short circuits reference, $T_{scR}$. To solve this problem a PI-controller can be used, see Figure 8.1. The two time intervals $T_{scR}$ and $T_{sc}$ are subtracted, and the error in time, $e_{sc}$, between the short circuits is obtained. Then this error is fed to the controller which outputs the reference arc length, $l_{ar}$. The PI-controller contains a proportional term to allow for instant control based on the error, but most importantly, the controller has an integral term. The integral term is important, as it is this term which is able to adjust the arc length towards the lower limit. If no short circuits occur in the process, $e_{sc}$ will be negative, and the integrator will integrate the negative error, and so, continue lowering the arc length until the right number of short circuits per time unit occurs.

The controller is driven by some fixed sample time, $T_s$. However, the time be-
The actual time between short circuits and the reference time are compared, and the error is fed to the controller. Output is the arc length reference.

If the time between short circuits are variable, as \( T_{sc} \), in principle, is updated for each short circuit, and the time between short circuits must be expected to be rather irregular. Therefore, the \( T_{sc} \) measurement must be considered.

Instead of using the last obtained time between short circuits, \( T_{sc} \), we rather want to use some kind of average \( T_{sc} \). To obtain such value, \( T_{sc} \) is filtered, using the discrete filter stated below. The filtered \( T_{sc} \) is denoted \( y_{sc} \).

\[
x_{sc}(k + 1) = a_{sc}x_{sc}(k) + b_{sc}T_{sc} \\
y_{sc}(k) = x_{sc}(k)
\]  

(8.1)  

(8.2)

In steady state, that means, when \( T_{sc} \) is fixed and \( y_{sc}(k) = y_{sc}(k + 1) \), then \( T_{sc} \) must be equal to \( y_{sc}(k) \). Otherwise, \( y_{sc} \) would not be an average. So, the relationship between the constants must be \( a_{sc} = 1 - b_{sc} \). The input to the filter is the time \( T_{sc} \), which is generated for every short circuit event, and let us denote a short circuit event by \( E_{sc} \). So, \( T_{sc} \) can be expressed as below. \( t_{sc} \) is the ‘running’ time variable which is reset at every short circuit.

\[
\text{if } E_{sc}, \text{ then update with } T_{sc} = t_{sc}
\]

(8.3)

Thus, the filter is updated for every short circuit. However, suppose that no short circuit occurs, then the filter is never updated. So, for example, if \( y_{sc}(k) \) is less than \( T_{scR}(k) \), but afterwards, no short circuits occurs. Then, the integral term of the PI-controller will continue integrating a negative error \( (e_{sc} = y_{sc}(k) - T_{scR}) \), in spite of the fact that \( t_{sc} \) (the ‘running’ time variable) could be much higher than \( y_{sc}(k) \). To avoid such situation, the filter is updated at some frequency \( f_k \) when \( t_{sc} \) exceeds the reference \( T_{scR} \). Thus, in addition to (8.3), the filter is updated as stated below. In Figure 8.2, configuration of the arc length minimization algorithm.
is shown together with the process and the control systems. Note, that based on
terminal voltage measurements, and current measurements, the supervisory layer
generates the short circuit events used in the algorithm.

\[
\text{if } t_{sc} > T_{sc} \text{, then update } T_{sc} \text{ with frequency } f_k : T_{sc} = t_{sc} \tag{8.4}
\]

![Diagram of GMAW control system including arc length minimization](image)

Figure 8.2: The GMAW control system including arc length minimization.

Notice, that to limit the number of short circuits in the process, a large value for
\( T_{scR} \) should be chosen, but on the other hand, \( T_{scR} \) should not be chosen too large,
as this would limit the performance of the arc minimization algorithm. Another
approach is to set \( T_{scR} \) equal to time between the pulses. In this way, a short
circuit would occur for every pulse, and probably at drop detachment. Such short
circuits do not have any significant negative effect on the weld quality, because the
time between the start of the short circuit to the end of the short circuit is rather
small.

8.3 Simulations

The arc length minimization algorithm described in the former section has been
implemented and tested in a simulation program developed in Simulink. The algo-
rithm has been implemented as illustrated in Figure 8.2. In this section, a number
of plots are presented, illustrating the behavior of the arc length minimization
algorithm.
The developed simulation program does not include a model describing the behavior of a short circuit, but such model is not necessary for testing the arc length minimization algorithm. In the simulation program, to test the behavior of the algorithm, negative (artificial) pulses added to the arc length measurements, which is low pass filtered to remove the ripple because of drop oscillations. Afterwards the result is forwarded to the supervision layer instead of $U_t$, see Figure 8.2. In the supervision layer, a short circuit event is generated if the signal, that is, the arc length measurement plus the pulses, is less than some lower boundary. Two pulse trains are used, both fixed in amplitude and frequency. See Figure 8.3.

- The lower boundary (short circuit boundary): 0.002 m.
- Pulse train A data: Period = 0.4 s, Amplitude = -0.0008, Pulse width = 5%, Phase delay = 0.3 s, Bias = 0.
- Pulse train B data: Period = 0.6 s, Amplitude = -0.0004, Pulse width = 5%, Phase delay = 0.5 s, Bias = 0.

Initially, the arc length reference, $l_{ar}$, is set to 0.003 m, and moreover, $T_{scR}$, the time between short circuits reference, is set to 0.5 s. Using the pulses stated above, it can be expected that the arc length reference, $l_{ar}$, is adjusted by the arc length minimization algorithm towards some value between 0.0024 m and 0.0028 m.

In the first plot of Figure 8.4, the internal ‘running’ time variable $t_{sc}$ in the time integrator block is shown, see Figure 8.2. At each short circuit, the time between short circuit measurement, $T_{sc}$, is updated and the time variable $t_{sc}$ is reset to zero. Also, in Figure 8.4, the filtered time variable $y_{sc}$ is shown. As illustrated in Figure 8.2, this value is subtracted from the reference $T_{scR}$, and the result is input to the controller. The filter, generating $y_{sc}$, is updated for every short circuit, but also, by some frequency $f_k$, if $t_{sc}$ becomes greater than $T_{scR}$. In Figure 8.4, this can be
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seen at the second plot. For example, from around 1.1 s to 2.3 s, no short circuit takes place, but at \( t_{sc} = 0.5 \) s, and until \( t_{sc} \) is reset, the filter becomes updated at some frequency. In the simulation program the frequency \( f_k \) is chosen to 5 Hz.

\[
\begin{align*}
&\text{Figure 8.4: First plot: The internal time variable } t_{sc} \text{ in the time integrator. Second plot: the filtered time between short circuits.}
\end{align*}
\]

In the first plot of Figure 8.5, the short circuit events are shown, and in the second plot all events are shown. This means, the short circuit events and the events generated when \( t_{sc} \) becomes greater than \( T_{scR} \), to ensure that the filter is updated.

In Figure 8.6, the arc length reference, \( l_{ar} \), which is calculated by the PI-controller is shown. The initial arc length reference is 0.003 m, but no short circuit happens at that value. The controller reacts by decreasing the arc length until short circuits starts to appear. From the \( y_{sc} \) plot in Figure 8.4, it can be seen that the filtered, or average, time between short circuits approach the reference \( T_{scR} = 0.5 \) s. As predicted, using the pulses as explained before, the arc length minimization algorithm adjust the arc length reference, \( l_{ar} \), to some value between 0.0024 m and 0.0028 m. The arc length reference should lie between these values, as the short circuit is set to 0.002 m, and amplitude of the two pulse trains are 0.0004 m and 0.0008 m, respectively.
Chapter 8: Arc Length Minimization

8.4 Discussion and Conclusion

In this chapter a method for arc length minimization is proposed. In this method a given number of short circuits per time unit are accepted. This number, which is expressed as a time between short circuits, becomes a reference input to the arc length minimization algorithm. The reference input and the measured time between short circuits are subtracted, and a PI-controller adjusts the arc length reference which is input to the arc length controller.

To test the arc length minimization algorithm a simulation program was developed. Results from simulation suggested that the arc length minimization algorithm was able to minimize the arc length as desired.
Part III

Conclusion
Conclusions and Future Work

In this chapter the final conclusions of the thesis are presented, and moreover, possible future work are considered.

9.1 Conclusion

In this thesis control of the gas metal arc welding (GMAW) process is addressed. The GMAW process is explained in Chapter 2, and in Chapter 3 a model of the GMAW process is presented. Based on the model, presented in Chapter 3, a number of simulation programs have been developed for testing and illustrating the algorithms developed in this thesis. Simulations play a significant role in the thesis, as a real experimental welding facility has not been available during the work. Thus, tests and validations have to rely on simulations.

In Chapter 3 a steady state model of the electrode melting rate is presented and included in the overall model. However, such steady state model does not take the transient phase for melting rate changes into account, and therefore, to obtain a better melting rate model, a dynamic melting rate model is developed in Chapter 4. In fact, two models are developed. In the first model, referred to as the full dynamic melting rate model, the electrode is partitioned into many small elements to describe the temperature of the electrode. This approach results in a system having a rather high order, that is, a large number of differential equations. To reduce the number of calculations needed to calculate a value for the melting rate, the order of the full dynamic melting rate model is reduced. The results in the second dynamic melting rate model, referred to as the reduced dynamic melting rate model. Especially, in the transient phase of a step response, simulations showed good agreement between the full dynamic melting rate model and the reduced melting rate model.
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In Chapter 1 the overall objective of the thesis is to optimize the control algorithms for the manual pulsed GMAW welding process, with the aim of enhancing the quality of welded joints. To approach this problem four specific objectives are derived in Chapter 5, and also, different configurations for controlling the GMAW process are considered. The specific objectives concern minimal energy, minimal arc length, avoiding short circuits, and obtaining one drop per pulse (ODPP). The control structure, or control topology, which is chosen is a cascade coupled system. In this cascade coupled system an inner current controller controls the current dynamic of the process. The reference input to the inner current controller is a reference current from a metal transfer controller, which structurally is driven by an input from an arc length controller.

In Chapter 6 a nonlinear arc length controller is derived. Arc length control is considered as it is important to be able to keep a steady arc length in spite of disturbances. In manual welding a potentially significant disturbance arises from the operator which moves the welding pistol along the welding path. The nonlinear controller is a feedback linearization based controller, and for development of the controller the inner current controller is considered as a part of the arc length process. Also, equations relating to the drop dynamics, which is described in Chapter 3, is left out as such equations are not relevant for arc length control. Stabilization, tracking, uncertainties, and performance are considered for the arc length controller, and also, to test the controller a number of experiments are carried out using a developed simulation program. The experiments show that the controller is able to control the arc length in spite of a set of disturbances which can be expected in a real welding application. With respect to the specific objectives, presented in Chapter 5, the nonlinear arc length controller does not directly address any of those objectives. However, to avoid too many short circuits a good performing arc length controller must be preferred, and moreover, arc length control must be considered as a fundamental part of any GMAW controller.

In Chapter 7 metal transfer control is considered, and a novel approach is presented. The approach is based on obtaining a uniform drop size prior to pulse initiation. The goal of this approach is to enhance robustness and be able to lower the pulse energy. Two methods using this is presented. One of these methods is called the compensation control method, referring to the melting length compensation performed before pulse initiation. The other method is called the direct control method, referring to the direct control of the arc length during the
base period. Simulations suggested that drop detachments could be performed in spite of disturbances and reference changes, and without introducing robustness by increasing the pulse energy. Two of the objectives referred to in Chapter 5 are considered, and these are the minimal energy objective and the one drop per pulse objective. Minimal energy is obtained as robustness is obtained through the uniform drop size, and not through a high pulse energy. Moreover, as the energy is minimal for drop detachment, several drop detachment per pulse is unlikely. Thus, the one drop per pulse objective is fulfilled.

In Chapter 8 a method for arc length minimization is proposed. Thus, this method addresses the specific objective state in Chapter 5 about having a minimal arc length. In arc length minimization method a PI-controller outputs an arc length reference which is used as input to the arc length controller. Basically, the minimal arc length is found by lowering the arc length reference until a desired number of short circuits per time unit are present. Thus, in spite of the specific objective about avoiding short circuits, a given number of short circuits are allowed in this approach. Simulation suggested that the arc length minimization algorithm was able to minimize the arc length as desired.

In the following the main conclusions and contributions of this thesis are stated.

- A GMAW model is presented which can be used for simulation and development of control algorithms.
- An expression for the electromagnetic force can be found in the literature. The calculations leading to this expression are included in the thesis.
- A dynamic melting rate model suited for simulation has been developed. The model is referred to as the full dynamic melting rate model.
- A dynamic melting rate model suited for control has been developed. The model is referred to as the reduced dynamic melting rate model.
- A general GMAW control system is presented in the thesis. The control system is structured as a cascade coupled system having inner current controller, followed by an outer metal transfer controller, and afterwards, an outer arc length controller.
- A nonlinear controller has been developed. For this controller no operation point needs to be selected, and also, the controller is able to handle the nonlinearities of the process.
- It is shown how stability of the arc length controller can be analyzed given a set of uncertainties.
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- It is shown how the arc length controller can be tuned given a set of performance criteria.
- A novel metal transfer method referred to as the compensation control method has been proposed. The method is based on obtaining a uniform drop size prior to pulse initiation.
- A novel metal transfer method referred to as the direct control method has been proposed. Like the compensation method, the method is based on obtaining a uniform drop size prior to pulse initiation.
- A method for arc length minimization has been proposed.

9.2 Future Work

In this thesis arc length control, metal transfer control, and arc length minimization has been considered. Also, two dynamic melting rate models have been proposed. However, the work has only been tested in simulation programs. The mathematical model presented in this thesis of the GMAW process is not precise, and thus, the simulation programs are not precise as these are based on the model. Therefore, implementation and validation in a real welding test system is needed, and such test system must include a high speed camera to be able to observe behavior of the drop during welding. If such test system is available the following could be investigated.

- Data from the GMAW model could be compared with data obtained from a real welding process. In this way it is possible to investigate model uncertainty.
- The melting rate calculated by the full dynamic melting rate model should be compared with the measured melting rate in a real welding system. This means that transients in the real application must be measured, which is possible with a camera. Comparison of the real melting rate and the calculated melting rate makes validation of the full dynamic melting rate model possible. Afterwards, the reduced model can be tuned to give a similar output as the full dynamic melting rate model.
- The nonlinear arc length controller should be implemented and tested in a real welding system. For example performance of the GMAW process controlled by the controller could be investigated.
- Both metal transfer control methods should be implemented and tested in a real welding system. It must be verified in practice that a uniform drop size provides robustness with respect to drop detachment.
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- The arc length minimization algorithm should be implemented and tested in a real welding system. It must be investigated if the proposed approach is feasible in practice. Also, the method might be improved by a categorization of the short circuits. Short circuits which have a relative small duration are tolerable, but long duration short circuits must be completely avoided.

- Several of the control algorithms developed in this thesis rely on an arc voltage model. However, the model used in this thesis is not accurate. For example, for low currents the arc voltage increases, and this is not accounted for in the model. Thus, the effect of having an inaccurate model should be investigated in greater detail, and also, a more accurate model could be developed.

On a longer perspective a lot could be done with respect to GMAW control. Today, to achieve a high quality weld, the machine settings have to be adjusted by an experienced operator, and also, the task of performing the weld is very difficult. The adjustment of the machine could be performed by the machine itself if more "intelligence" are included on the machine. Also, more machine "intelligence" could improve the quality and ease the task of performing a weld. Such improved "intelligence" much be based on further research, and especially, the author believes that a model based approach to the problem is useful. In general, this is also the approach used in this thesis. Below some further research topics or suggestions are mentioned.

- Drop detachment detection using current measurements and terminal voltage measurements. Drop detachments can be detected if an voltage close the arc is measured. Otherwise, it is difficult. However, if it is possible the metal transfer control algorithms can be improved, as it the melting length can measure from the actual drop detachment event.

- Automatic tuning or estimation of parameters. For example, the melting rate parameters can be estimated during welding. A melting rate model is used for both arc length control and for metal transfer control, and thus, these algorithms can be improved.

- The general control structure used in this thesis should be extended if the electrode speed is considered as a controllable input to the process. An obvious choice would be to extend the cascade coupled structure with another outer controller. The electrode speed corresponds to the average current, and thus, the energy or heat input into the workpiece can be controlled.
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Appendices
Maxwell Stresses

In [28, Chapter 3], the electromagnetic force (or Maxwell stress) acting on a volume element in the drop is expressed as

\[ F_{em} = J \times B = \frac{1}{\mu} (\nabla \times B) \times B \Rightarrow \quad (A.1) \]

\[ F_{em} = -\frac{1}{2\mu} \nabla (B^2) + \frac{1}{\mu} (B \cdot \nabla) B \quad (A.2) \]

Equation (A.2) contains two terms. The first term is given by the

\[ Q_1 = -\frac{1}{2\mu} \nabla (B^2) \quad (A.3) \]

The second term is given by

\[ Q_2 = \frac{1}{\mu} (B \cdot \nabla) B \quad (A.4) \]

For a current parallel to the electrode the first term generates an inward acting force, while the second term generates a rotational force within the drop. For a converging or a diverging current the first term also contains an axial component, however, this is not the case for the second term. This will be illustrated in the following.

A downward current induces a magnetic field (B-field) around the path of the current. In any point within the drop, at any given time, the B-field can be described by a B-vector, \( B \). The normal, \( I_n \), to the current path, the B-vector in a small element, and the position of the small element are shown in Figure A.1.
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The location of the small element is given by \( h \), and the following definitions and formulas are used

\[
B = \frac{\mu I}{2\pi r} \tag{A.5}
\]

\[
B = \frac{\mu I}{2\pi r} (I_n \times h) \tag{A.6}
\]

\[
A = \frac{\mu I}{2\pi} \tag{A.7}
\]

\[
I = I_n I \tag{A.8}
\]

\[
r^2 = x^2 + y^2 \	ag{A.9}
\]

\[
h = (0, 0, -1) \tag{A.10}
\]

Now, let us look at the second term, \( Q_2 \).

\[
Q_2 = \frac{1}{\mu} (B \cdot \nabla) B \tag{A.12}
\]

\[
= \frac{1}{\mu} \left( (0i - A \frac{1}{r}j + 0k) \cdot \left( \frac{\partial}{\partial x} i + \frac{\partial}{\partial y} j + \frac{\partial}{\partial z} k \right) \right) (0i - A \frac{1}{r}j + 0k) \tag{A.13}
\]

\[
= \frac{1}{\mu} A \frac{1}{r} \frac{\partial}{\partial y} (-A \frac{1}{r}j) \tag{A.14}
\]

\[
= \frac{1}{\mu} A^2 \frac{1}{r} \frac{\partial}{\partial y} (\frac{1}{r}j) \tag{A.15}
\]

This force acts parallel to the B-field. One can see that a diverging or converging current path will not change the orientation of the vector. Thus, it will still be rotational, even though it will change in magnitude along the z-axis.
Now, let us look at the first term, $Q_1$, still using the formulas and definitions above.

$$Q_1 = -\frac{1}{2\mu} \nabla (B^2)$$ \hspace{1cm} (A.16)

$$= -\frac{1}{2\mu} A^2 \nabla \frac{1}{r^2}$$ \hspace{1cm} (A.17)

$$= -\frac{1}{2\mu} A^2 \left( \frac{2x}{r^4} \hat{i} + \frac{-2y}{r^4} \hat{j} \right)$$ \hspace{1cm} (A.18)

This vector points inward, thus, being an inward component to the force acting on the element. However, for a diverging or a converging current path the B-field will also be dependent of the z-direction, thus, causing an axial force.
The Electromagnetic Force

In [5], in [28, Chapter 3], and in [27] a function expressing the total electromagnetic force acting on a drop in GMAW was presented. In [5] and in [27] this function was rewritten, given a number of assumptions, into a much simpler form. A form that can be used for direct calculation of the electromagnetic force. The derivations in the following can viewed as a supplement to the derivations found in [5] and in [27].

The expression for the total electromagnetic force vector, presented in [28, Chapter 3], is a surface integral of all Maxwell stresses acting on the drop.

\[ F_{m,\text{total}} = \int_{V_d} f_m dv = \int_{S_d} \frac{B^2}{2\mu} (-n ds) \]  

(B.1)

\( f_m \) is the electromagnetic stress vector (or Maxwell stress vector), \( V_d \) represents the volume of the drop, \( S_d \) represents the surface of the drop, \( B \) is the magnitude of the B-field, and \( n \) is the normal vector to the surface.

As current flows through the drop a magnetic field is established. The intensity \( H \) of this field can be expressed by Ampere’s Law.

\[ H = \frac{I(r, z)}{2\pi r} u_\phi \]  

(B.2)

where \( I(r, z) \) is the current bounded by a hoop which passes through the point \((r, z)\), \( u_\phi \) is a unit vector on the hoop, and \( r \) is the radius.

Let us define the vector \( \tau \) form equation (B.1). In [27] this vector is referred to as a traction vector. The traction vector and the magnitude of the traction vector is given by
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\[ \tau = \frac{1}{2} \frac{B^2}{\mu} = \frac{1}{2} \mu H^2 (-n) \]  \hspace{1cm} (B.3)

\[ \tau = |\tau| = \frac{B^2}{2\mu} = \frac{\mu H^2}{2} \]  \hspace{1cm} (B.4)

Using equation (B.2) the magnitude of the traction vector can be written as

\[ \tau = \frac{\mu I(r, z)^2}{8\pi^2 r^2} \]  \hspace{1cm} (B.5)

The z-directed component of traction vector, \( \tau \), must be integrated on the drop surface to obtain an expression for the total electromagnetic force in the z-direction, denoted \( f_z \).

\[ f_z = \int_Q \tau_z da + \int_P \tau_z da \]  \hspace{1cm} (B.6)

The z-direction and the surfaces \( Q \) and \( P \), from equation (B.6), are all shown in Figure B.1.

The z-directed component of the traction vector for the surface \( Q \) is given by the expression below. Also, see Figure B.2.

\[ \tau_z = -\frac{dr}{du} \tau \]  \hspace{1cm} (B.7)

The differential element \( da \) can be expressed as a circle that has a thickness of \( du \) and a radius of \( r(u) \).

\[ da = 2\pi r(u)du \]  \hspace{1cm} (B.8)

The z-directed component of the traction vector for the surface \( P \) is given by the expression below. Also, see Figure B.2.

\[ \tau_z = \frac{dr}{ds} \tau \]  \hspace{1cm} (B.9)
The differential element \( da \) can be expressed as a circle that has a thickness of \( ds \) and a radius of \( r(s) \).

\[
da = 2\pi r(s)ds \quad (B.10)
\]

Figure B.1 suggests two different currents. A current flowing in the solid electrode and a current flowing through the drop. If some current flows directly from the solid electrode, then \( I_w > I_d \). Otherwise, the two currents will be equal. In the following it is assumed that \( I_w = I_d = I \). Now, \( f_z \) can be written as

\[
f_z = \int_Q \tau_z da + \int_P \tau_z da \quad (B.11)
\]

\[
f_z = \int_0^U (-\frac{dr}{du}\tau)(2\pi r(u)du) + \int_0^S (\frac{dr}{ds}\tau)(2\pi r(s)ds) \quad (B.12)
\]
Figure B.2: The figure shows the traction vectors for surface \( Q \) and \( P \), respectively. Moreover the \( z \)-directed components are shown.

\[
f_z = \int_0^U \left( -\frac{dr}{du} \frac{\mu}{8\pi^2} \frac{I(u)^2}{r(u)} \right) (2\pi r(u) du) + \int_0^S \left( \frac{dr}{ds} \frac{\mu}{8\pi^2} \frac{I(s)^2}{r(s)} \right) (2\pi r(s) ds)
\]  

(B.13)

\[
f_z = -\pi \mu \int_0^U \left( \frac{I(u)^2}{2\pi} \right) \frac{dr}{du} \frac{du}{r(u)} + \pi \mu \int_0^S \left( \frac{I(s)^2}{2\pi} \right) \frac{dr}{ds} \frac{ds}{r(s)}
\]  

(B.14)

Above, the \((r, z)\) dependence has been substituted by dependence of \( u \) and \( s \), respectively. Moreover \( U \) and \( S \) denote the end points of the curves representing the cross section shape of, respectively, the \( Q \)-surface and the \( P \)-surface. See Figure B.1.

The currents \( I(u) \) and \( I(s) \) can be expressed as stated below where \( j(\cdot) \) denotes the density of the current.

\[
I(u) = \int_{\text{Area}(u)} j(a) da = \int_0^u j(u') 2\pi r(u') du'
\]  

(B.15)

\[
I(s) = \int_{\text{Area}(s)} j(a) da = \int_0^s j(s') 2\pi r(s') ds'
\]  

(B.16)

Using these expressions we have the following equation for the total electromagnetic force in the \( z \)-direction.

\[
f_z = -\pi \mu \int_0^U \left( \int_0^u j(u') r(u') du' \right) \frac{dr}{du} \frac{du}{r(u)}
+ \pi \mu \int_0^S \left( \int_0^s j(s') r(s') ds' \right) \frac{dr}{ds} \frac{ds}{r(s)}
\]  

(B.17)
B.1 The drop and solid electrode surface

It is assumed that the liquid drop has a form as illustrated in Figure B.1. We observe that the upper surface, \( Q \), is almost cone shaped, and therefore, the surface is modelled as such. Moreover, in the following, it is is assumed that the current density is uniform, such that \( j(u) = j \).

Let us make the following definitions

\[
    r(u) = \cos(\phi_{\text{cone}})u = ku
\]

\[
    \frac{dr(u)}{du} = k
\]

From this it is possible to express the total current, \( I_c \), through the cone by

\[
    I = jA_{\text{cone}} = j\pi r(U)U = j\frac{\pi r^2(U)}{k}
\]

Now, an expression for the Q-component of the electromagnetic force \( f_z \) can be derived.

\[
    f_{zQ} = -\pi \mu \int_0^U \left( \int_0^u j(u')r(u')du' \right)^2 \frac{dr(u)}{du} \frac{du}{r(u)} \Rightarrow
\]

\[
    f_{zQ} = -\pi \mu \int_0^U \left( \int_0^u j ku' du' \right)^2 k \frac{du}{ku} \Rightarrow
\]

\[
    f_{zQ} = -\pi \mu \int_0^U j^2 k^2 \left[ \frac{1}{2} \left( (u')^2 \right)_0 \right] \frac{du}{ku} \Rightarrow
\]

\[
    f_{zQ} = -\pi \mu \int_0^U j^2 k^2 \frac{1}{4} \frac{u^4}{ku} \Rightarrow
\]

\[
    f_{zQ} = -\pi \mu j^2 k^2 \frac{1}{4} \frac{u^3}{ku} \Rightarrow
\]

\[
    f_{zQ} = -\pi \mu j^2 k^2 \frac{1}{4} \frac{u^4}{ku} \Rightarrow
\]

\[
    f_{zQ} = -\pi \mu j^2 k^2 \frac{1}{16} \frac{U^4}{k^4} \Rightarrow
\]

\[
    f_{zQ} = -\pi \mu j^2 k^2 \frac{1}{16} \frac{r(U)^4}{k^4} \Rightarrow
\]
\[ f_{z,Q} = -\frac{\mu I^2}{16\pi} \]  \hfill (B.21)

### B.2 The drop and gas surface

Now, let us look at the surface \( P \). Suppose \( j(s) \) is defined over the interval \([0, S]\) such that \( j(s) = 0 \) for \( s_1 \leq s \leq s_2 \) and is arbitrary elsewhere. Moreover, \( s_1, s_2 \) are such that \( 0 \leq s_1 < s_2 \leq S \), but otherwise arbitrary, then the contribution to the electromagnetic force from the outer surface is given by

\[
f_{z,P} = \pi \mu \int_{s_1}^{s_2} \left( \int_{0}^{s} j(s') r(s') ds' \right)^2 \frac{dr}{ds} \frac{ds}{r(s)}
+ \pi \mu \int_{s_1}^{s_2} \left( \int_{s_1}^{s} j(s') r(s') ds' + \int_{s_1}^{s} j(s') r(s') ds' \right)^2 \frac{dr}{ds} \frac{ds}{r(s)}
+ \pi \mu \int_{S}^{s_2} \left( \int_{s_1}^{s} j(s') r(s') ds' + \int_{s_1}^{s} j(s') r(s') ds' \right)^2 \frac{dr}{ds} \frac{ds}{r(s)}
\]

\hfill (B.22)

As defined, \( j = 0 \) in \([s_1, s_2]\), and therefore, the terms originating from this interval vanishes in the above expression. Thus, the electromagnetic force is independent of the surface profile of the region where the surface current density equals zero. This is also stated in [5].

\[
f_{z,P} = \pi \mu \int_{0}^{s_1} \left( \int_{0}^{s} j(s') r(s') ds' \right)^2 \frac{dr}{ds} \frac{ds}{r(s)}
+ \pi \mu \int_{s_1}^{s_2} \left( \int_{s_1}^{s} j(s') r(s') ds' \right)^2 \frac{dr}{ds} \frac{ds}{r(s)}
+ \pi \mu \int_{s_2}^{S} \left( \int_{s_1}^{s} j(s') r(s') ds' + \int_{s_1}^{s} j(s') r(s') ds' \right)^2 \frac{dr}{ds} \frac{ds}{r(s)} \]  \hfill (B.23)

The second term (the non-conducting part) can be written as

\[
f_{z,P,\text{non-conducting}} = \pi \mu \int_{s_1}^{s_2} \left( \int_{0}^{s_1} j(s') r(s') ds' \right)^2 \frac{dr}{ds} \frac{ds}{r(s)}
\]
\[ = \pi \mu \left( \int_0^{s_1} j(s') r(s') ds' \right)^2 \int_{s_1}^{s_2} \frac{dr}{ds} \frac{ds}{r(s)} \]
\[ = \pi \mu \left( \frac{1}{2\pi} I_{s_1} \right)^2 \int_{s_1}^{s_2} \frac{dr}{ds} \frac{ds}{r(s)} \]
\[ = \frac{\mu}{4\pi} I_{s_1}^2 \int_{r(s_1)}^{r(s_2)} \frac{1}{t} dt, \text{ where } t = r(s) \text{ and } \frac{dr(s)}{ds} = \frac{dt}{ds} \]
\[ = \frac{\mu}{4\pi} I_{s_1}^2 \ln \left| \frac{t}{r(s_1)} \right| \]
\[ = \frac{\mu}{4\pi} I_{s_1}^2 \ln \left| \frac{r(s_2)}{r(s_1)} \right| \quad \text{(B.25)} \]

where

\[ I_{s_1} = \int_{\text{Area}(s_1)} j(a) da = \int_0^{s_1} j(s') 2\pi r(s') ds' \quad \text{(B.26)} \]

Now, assume that the outer surface \( P \) can be divided into, only, two parts. A conducting lower part and a non-conducting upper part. At the lower part the current density is different from zero while it equals zero for the upper part. This gives a lower force \( f_{z,P_1} \) and an upper force \( f_{z,P_2} \).

The upper part is given by

\[ f_{z,P_2} = = \frac{\mu}{4\pi} I_{s_1}^2 \ln \left| \frac{r_e}{a \sin(\Phi)} \right| \quad \text{(B.27)} \]

where \( r_e \) is the radius of the electrode and \( \Phi \) is the angle describing the size of the conducting area. See Figure B.3.

Next, the lower part can be calculated. First, from Figure B.3, we see that

\[ r(s) = a \sin(\phi), \quad s = a \phi \quad \text{(B.28)} \]
\[ \frac{dr(s)}{ds} = a \frac{d\phi}{ds} \frac{d\sin(\phi)}{d\phi} = \cos(\phi) \quad \text{(B.29)} \]

and we see that

\[ I = j A_{\text{truncated-sphere}} = j A_S \]
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\[ \text{Figure B.3: Surfaces and the conducting area.} \]

\[ = j \int_0^S 2\pi r(s)ds = j \int_0^S 2\pi a \sin(\frac{s}{a})ds \]
\[ = j2\pi a \left[ - a \cos \left( \frac{s}{a} \right) \right]_0^S = j2\pi a^2 \left( 1 - \cos \frac{S}{a} \right) \quad (B.30) \]

Now, we have

\[ f_{z,P1} = \pi \mu \int_0^{S_1} \left( \int_0^s j(s')r(s')ds' \right) \frac{2dr(s)}{ds} \frac{ds}{r(s)} \Rightarrow \]
\[ f_{z,P1} = \pi \mu \int_0^{S_1} \left( \int_0^s \frac{I}{2\pi a^2 (1 - \cos \left( \frac{s'}{a} \right))} r(s')ds' \right) \frac{2dr(s)}{ds} \frac{ds}{r(s)} \Rightarrow \]
\[ f_{z,P1} = \pi \mu \int_0^{S_1} \left( \int_0^s \frac{I}{2\pi a^2 (1 - \cos \left( \frac{s'}{a} \right))} a \sin \left( \frac{s'}{a} \right)ds' \right)^2 \cos \left( \frac{s}{a} \right) \frac{1}{a \sin \left( \frac{s}{a} \right)} ds \Rightarrow \]
\[ f_{z,P1} = \pi \mu \int_0^{\Phi} \left( \int_0^\phi \frac{I}{2\pi a^2 (1 - \cos(\Phi))} a^2 \sin(\phi')d\phi' \right) \frac{2\cos(\phi)}{\sin(\phi)} d\phi \Rightarrow \]
\[ f_{z,P1} = K \int_0^\Phi \left( \int_0^\phi \frac{\cos(\phi)}{\sin(\phi)} d\phi' \right) \frac{2\cos(\phi)}{\sin(\phi)} d\phi \Rightarrow \]
\[ f_{z,P_1} = K \int_{0}^{\Phi} \left( -\cos(\phi') \right)_0^2 \frac{\cos(\phi)}{\sin(\phi)} d\phi \Rightarrow \]
\[ f_{z,P_1} = K \int_{0}^{\Phi} (1 - \cos(\phi))^2 \frac{\cos(\phi)}{\sin(\phi)} d\phi \quad \text{(B.31)} \]

where

\[ K = \mu \frac{\mu I^2}{4\pi(1 - \cos(\Phi))^2} \quad \text{(B.32)} \]

The following substitution is used

\[ x = 1 - \cos(\phi) , \quad \frac{dx}{d\phi} = \sin(\phi) \quad \text{(B.33)} \]
\[ \sin^2(\phi) = 1 - \cos^2(\phi) = 1 - (1-x)^2 = 1 - (1 + x^2 - 2x) = x(2 - x) \quad \text{(B.34)} \]

We get

\[ f_{z,P_1} = K \int_{0}^{1-\cos(\Phi)} x^2 \frac{1-x}{x(2-x)} dx \Rightarrow \]
\[ f_{z,P_1} = K \int_{0}^{1-\cos(\Phi)} \frac{x - x^2}{2-x} dx \quad \text{(B.35)} \]

and we use the following substitution

\[ y = 2 - x , \quad \frac{dy}{dx} = -1 \quad \text{(B.36)} \]
\[ x = 2 - y , \quad x^2 = (2 - y)^2 = y^2 - 4y + 4 \quad \text{(B.37)} \]

and we get

\[ f_{z,P_1} = K \int_{2}^{1+\cos(\Phi)} \frac{(2-y) - (y^2 - 4y + 4)}{y} (-dy) \Rightarrow \]
\[ f_{z,P_1} = K \int_{2}^{1+\cos(\Phi)} \frac{-y^2 + 3y - 2}{y} (-dy) \Rightarrow \]
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\[ f_{z,P1} = K \int_2^{1+\cos(\Phi)} (y - 3 + \frac{2}{y}) dy \Rightarrow \]
\[ f_{z,P1} = K \left( \frac{1}{2} \left[ y^2 \right]_{2}^{1+\cos(\Phi)} - 3 \left[ y \right]_{2}^{1+\cos(\Phi)} + 2 \left[ \ln |y| \right]_{2}^{1+\cos(\Phi)} \right) \Rightarrow \]
\[ f_{z,P1} = K \left( \frac{1}{2} (1 + \cos^2(\Phi) + 2 \cos(\Phi)) - \frac{1}{2} 2^2 - 3 (\cos(\Phi) - 1) \right. \\
\left. + 2 \ln \left( \frac{1 + \cos(\Phi)}{2} \right) \right) \quad \text{(B.38)} \]

and we see that

\[ \frac{1}{2} (1 + \cos^2(\Phi) + 2 \cos(\Phi)) - \frac{1}{2} 2^2 - 3 (\cos(\Phi) - 1) \]
\[ = \frac{1}{2} (1 + \cos^2(\Phi) + 2 \cos(\Phi) - 2 \cos(\Phi) - 2 \cos(\Phi) - 3 \cos(\Phi) + 3 \]
\[ = \frac{1}{2} (1 + \cos^2(\Phi) - 2 \cos(\Phi)) + 2 \cos(\Phi) - 3 \cos(\Phi) + 1 \]
\[ = \frac{1}{2} (1 - \cos(\Phi))^2 + (1 - \cos(\Phi)) \quad \text{(B.39)} \]

Finally, the following result is obtained.

\[ f_{z,P1} = K \left( \frac{1}{2} (1 - \cos(\Phi))^2 + (1 - \cos(\Phi)) + 2 \ln \left( \frac{1 + \cos(\Phi)}{2} \right) \right) \Rightarrow \]
\[ f_{z,P1} = \frac{\mu I^2}{4\pi} \left( \frac{1}{2} + \frac{1}{1 - \cos(\Phi)} + \frac{2}{(1 - \cos(\Phi))^2} \ln \left( \frac{1 + \cos(\Phi)}{2} \right) \right) \quad \text{(B.40)} \]

\section*{B.3 The total electromagnetic force}

The total electromagnetic force is given by

\[ f_z = f_{z,Q} + f_{z,P2} + f_{z,P1} \quad \Rightarrow \]
\[ f_z = \frac{\mu I^2}{\pi 16} + \frac{\mu}{4\pi} I_d^2 \ln \left( \frac{r_w}{a \sin(\Phi)} \right) + \frac{\mu I^2}{4\pi} \left( \frac{1}{2} + \frac{1}{1 - \cos(\Phi)} \right. \\
\left. + \frac{2}{(1 - \cos(\Phi))^2} \ln \left( \frac{1 + \cos(\Phi)}{2} \right) \right) \Rightarrow \]
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\[ f_z = \frac{\mu I^2}{\pi 4} \left[ -\frac{1}{4} + \ln \left( \frac{r_w}{a \sin(\Phi)} \right) + \frac{1}{2} + \frac{1}{1 - \cos(\Phi)} \right] + \frac{2}{(1 - \cos(\Phi))^2} \ln \left( \frac{1 + \cos(\Phi)}{2} \right) \]  
\[ \Rightarrow \]

\[ f_z = \frac{\mu I^2}{\pi 4} \left[ -\frac{1}{4} - \ln \left( \frac{a \sin(\Phi)}{r_w} \right) + \frac{1}{1 - \cos(\Phi)} \right. \]
\[ \left. - \frac{2}{(1 - \cos(\Phi))^2} \ln \left( \frac{2}{1 + \cos(\Phi)} \right) \right] \quad (B.41) \]

If the axial electromagnetic force \( F_{em} \) is defined positive downwards the final result is obtained.

\[ F_{em} = \frac{\mu I^2}{\pi 4} \left[ -\frac{1}{4} + \ln \left( \frac{r_d \sin(\Phi)}{r_e} \right) - \frac{1}{1 - \cos(\Phi)} \right. \]
\[ \left. + \frac{2}{(1 - \cos(\Phi))^2} \ln \left( \frac{2}{1 + \cos(\Phi)} \right) \right] \quad (B.42) \]

A result that has been derived with respect to the assumptions stated below. Notice, that in Chapter 3, the symbol \( \theta \) is used instead of \( \Phi \) for describing the conducting zone.

- The rotational part the electromagnetic forces acting within the drop is neglected. For a discussion of this assumption, see Chapter 3.
- The drop is symmetrical, sphere formed, and has a radius larger than the solid electrode.
- The current is always uniformly distributed.
- The upper surface, \( Q \), is modelled as a cone.
- No current is emitted from the solid part of the electrode, such that \( I = I_w = I_d \).
The Pinch Effect

In GMAW, metal is melted from the tip of the electrode and the melted material forms a fluid cylinder as an extension to the solid electrode. For such a liquid system there exists a criterion for which the system becomes unstable, and when this happens, the liquid metal column breaks up into drops. This kind of instability can also be observed when water, running from a water facet, breaks up into drops.

In welding the current, mainly, flows axially in the metal cylinder. This gives a force $J \times B$ acting inwards on the cylinder. If the current density, $J$, is increased sufficiently it may overcome the stabilizing effect of other forces acting on the liquid cylinder, and this causes the cylinder to collapse inwards. In welding this phenomenon is known as the pinch effect [28, Chapter 3].

From the law of Biot and Savart one get a formula for the relationship between the magnetic field integrated around a conducting wire and the surface integral of the enclosed current.

$$\oint_L B \cdot dl = \mu_0 \int_S J \cdot ds \quad \text{(C.1)}$$

In welding, the current mainly flows axially and symmetrically along the electrode. This means that the field lines lies uniformly distributed around the electrode, and therefore, the equation (C.1) can be rewritten as below.

$$2\pi r B = \mu_0 J \pi r^2 \quad \Leftrightarrow \quad B = \frac{\mu_0 J \pi r}{2} \quad \text{(C.2)}$$

The B-field, $B$, and the current density, $J$, are shown in Figure C.1. The current and the self-induced B-field generates a radially electromagnetic force, $f_{emr}$.  
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acting on a small piece of electrode.

\[ f_{em,r} = |J \times B| = JB = \frac{\mu_0 J^2 \pi r}{2} \]  \hspace{1cm} (C.4)

\[ \begin{figure}[h]
\centering
\includegraphics[width=0.2\textwidth]{figure_C.1.png}
\caption{The current flows axially along the electrode and drop and causes the B-field.}
\end{figure} \]

In steady state the electromagnetic force, \( f_{emr} \), is balanced by a radial pressure within the liquid electrode. This means that

\[ \frac{\partial p}{\partial r} + \frac{\mu_0 J^2 r}{2} = 0 \hspace{1cm} \Rightarrow \]  \hspace{1cm} (C.5)

\[ p = -\frac{\mu_0 J^2 r^2}{4} + k \]  \hspace{1cm} (C.6)

\( p \) is the radial pressure, \( r \) is the radial distance from the center of the electrode (or drop), and \( k \) is a constant. The constant, \( k \), can be found by considering the boundary conditions. At the surface, at the radial distance \( r = R \), the electromagnetic force vanishes, and leaves the pressure to be a sum of the ambient pressure, \( p_0 \), and the pressure due to surface tension of the liquid cylinder. The pressure due to surface tension for a cylinder is \( \frac{\gamma}{R} \), where \( \gamma \) is the surface tension coefficient, and \( R \) is the radius of the liquid cylinder. Now, the total pressure can be written as

\[ p = p_0 + \frac{\gamma}{R} + \frac{\mu_0 J^2}{4}(R^2 - r^2) \]  \hspace{1cm} (C.7)

To determine the condition under which the pinch effect occurs instability for a liquid cylinder is considered. Initially, it is assumed that no current is flowing in
the cylinder, however, the cylinder can be described by a frequency determined by the wavelength $\lambda$. The radius in such a system can be expressed as

$$r = R + \varepsilon \cos \left( \frac{2\pi z}{\lambda} \right)$$  \hspace{1cm} (C.8)

The parameter $\varepsilon$ is the amplitude of the sinusoidal-formed liquid surface, and $z$ is the distance in the longitudinal direction. See Figure C.2.

![Figure C.2: The cylinder.](image)

The pressure due to surface tension inside a liquid is equal to

$$p_\gamma = \gamma \left( \frac{1}{R_1} + \frac{1}{R_2} \right)$$  \hspace{1cm} (C.9)

where $R_1$ and $R_2$ are principal radii of curvature for the surface. For a distributed cylinder the pressure in the outward bulge can be expressed as

$$p_{\gamma b} = \gamma \left( \frac{1}{R + \varepsilon} + \frac{1}{R_0} \right)$$  \hspace{1cm} (C.10)
where \( R_0 \) is the longitudinal radius of curvature at the bulge, and \( R + \varepsilon \) is the principal radius of curvature with the circular form, and thus, equals the radius, \( r \), at the bulge. The radius of curvature can be calculated from a geometric relationship between radius and curvature.

\[
\frac{1}{R_0} = \left. \frac{\partial^2 r}{\partial z^2} \right|_{z=0} = \left( \frac{2\pi}{\lambda} \right)^2 \varepsilon \quad (C.11)
\]

This gives the following pressure caused by surface tension in the bulged region.

\[
p_{\gamma b} = \gamma \left( \frac{1}{R + \varepsilon} + \left( \frac{2\pi}{\lambda} \right)^2 \varepsilon \right) \quad (C.12)
\]

Similarly, the pressure caused by surface tension in the pinched region of the cylinder can be derived. This pressure, \( p_{\gamma p} \) can be expressed as

\[
p_{\gamma p} = \gamma \left( \frac{1}{R - \varepsilon} + \frac{1}{R_{\gamma/2}} \right) \quad (C.13)
\]

where

\[
\frac{1}{R_{\gamma/2}} = \left. \frac{\partial^2 r}{\partial z^2} \right|_{z=\lambda/2} = - \left( \frac{2\pi}{\lambda} \right)^2 \varepsilon \quad (C.14)
\]

Now, this gives the following expression for the pressure due to surface tension in the pinched region.

\[
p_{\gamma p} = \gamma \left( \frac{1}{R - \varepsilon} - \left( \frac{2\pi}{\lambda} \right)^2 \varepsilon \right) \quad (C.15)
\]

If the pressure in the bulged region is greater than the pressure in the pinched region, the liquid metal tends to flow from the bulged region to the pinched region. This means that the system is stable. On the other hand, if the pressure is greater in the pinched region, the liquid metal tends to flow from the pinched region to the bulged region, and thus, the system is unstable, and the liquid column breaks into drops. Stability can be expressed as
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Also, stability can be expressed by the derivative of the pressure in the boundary region between the bulged region and the pinched region. If the derivative, with respect to $\varepsilon$, of the pressure at $\varepsilon = 0$ is greater than zero, liquid metal flows from the bulged region to the pinched region, and thus, the system is stable. However, if the derivative is less than zero the system is unstable.

Stable if \( p_{\gamma b} - p_{\gamma p} > 0 \) \hspace{1cm} (C.16)

\[
\frac{d}{d\varepsilon}(p_{\gamma b} - p_{\gamma p}) > 0 \quad , \quad \varepsilon \to 0
\]

\[
\Rightarrow \quad -\frac{\gamma}{(R+\varepsilon)^2} + \gamma \left(\frac{2\pi}{\lambda}\right)^2 - \left(\frac{\gamma}{(R-\varepsilon)^2} - \gamma \left(\frac{2\pi}{\lambda}\right)^2\right) > 0 \quad , \quad \varepsilon \to 0
\]

\[
\Rightarrow \quad -\frac{2}{R^2} + 2 \left(\frac{2\pi}{\lambda}\right)^2 > 0
\]

\[
\Rightarrow \quad \lambda < 2\pi R
\]

Now, a criterion have been derived for a liquid cylinder, deformed by the wavelength, $\lambda$, but not influenced by radially electromagnetic forces. Including the electromagnetic forces gives the following expression for stability. As before, constants, such as the ambient pressure, are left out.

Stability if
\[
\frac{d}{d\varepsilon}(p_{\gamma b} - p_{\gamma p}) > 0 \quad , \quad \varepsilon \to 0
\]

\[
\Rightarrow \quad \frac{d}{d\varepsilon} \left[ \frac{\gamma}{R+\varepsilon} + \gamma \left(\frac{2\pi}{\lambda}\right)^2 \varepsilon - \frac{\mu_0 I^2}{4\pi^2(R+\varepsilon)^2} \right]
\]
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\[- \left( \frac{\gamma}{R + \varepsilon} + \gamma \left( \frac{2\pi}{\lambda} \right)^2 \varepsilon - \frac{\mu_0 I^2}{4\pi^2(R + \varepsilon)^3} \right) > 0, \quad \varepsilon \rightarrow 0 \quad (C.22)\]

\[\Rightarrow \left( - \frac{\gamma}{(R + \varepsilon)^2} + \gamma \left( \frac{2\pi}{\lambda} \right)^2 - \frac{\mu_0 I^2}{2\pi^2(R + \varepsilon)^3} \right) \]

\[- \left( \frac{\gamma}{(R - \varepsilon)^2} - \gamma \left( \frac{2\pi}{\lambda} \right)^2 + \frac{\mu_0 I^2}{2\pi^2(R - \varepsilon)^3} \right) > 0, \quad \varepsilon \rightarrow 0 \quad (C.23)\]

\[\Rightarrow - \frac{2\gamma}{R^2} + 2\gamma \left( \frac{2\pi}{\lambda} \right)^2 - 2\frac{\mu_0 I^2}{2\pi^2 R^3} > 0 \quad (C.24)\]

\[\Rightarrow \left( \frac{2\pi}{\lambda} \right)^2 R^2 > 1 + \frac{\mu_0 I^2}{2\pi^2 \gamma R} \quad (C.25)\]

\[\Rightarrow \lambda < \frac{2\pi R}{\left( 1 + \frac{\mu_0 I^2}{2\pi^2 \gamma R} \right)^{\frac{1}{2}}} \quad (C.26)\]

Now, a criterion have been derived for the liquid cylinder, deformed by the wavelength, \( \lambda \), and influenced by radially electromagnetic forces. From the criterion above a critical wavelength, \( \lambda_c \), can be formulated.

\[\lambda_c = \frac{2\pi R}{\left( 1 + \frac{\mu_0 I^2}{2\pi^2 \gamma R} \right)^{\frac{1}{2}}} \quad (C.27)\]

Some assumptions are needed to transform the criterion for instability into a drop detachment criterion for GMAW. In [28, Chapter 7] the following assumptions are made

\[l_d = 0.8\lambda \quad (C.28)\]

\[R = \frac{r_e + r_d}{2} \quad (C.29)\]

\[l_d = nr_d \quad (C.30)\]
$l_d$ is the drop length, $r_e$ is the electrode radius, $r_d$ is the drop radius, and $n$ is a constant. $n$ is set to $(x_d + r_d)/r_d$ as in [21], where $x_d$ is the axial drop extension. Inserting these assumptions into equation (C.27) gives a new criterion for drop detachment, now based on a critical radius, $r_{dc}$, of the drop. For $\lambda = \lambda_c$ the following final criterion is obtained.

$$r_{dc} = \frac{\pi (r_e + r_d)}{1.25 \left( \frac{x_d + r_d}{r_d} \right) \left( 1 + \frac{\rho_0 I^2}{\pi^2 \gamma (r_e + r_d)} \right)^{\frac{3}{2}}}$$

Drop detachment if $r_d > r_{dc}$
Nomenclature

Symbols

A list of variables, parameters, and constants are given below. Some symbols are assigned a value, and some are not. In general, parameters and constants are assigned a value.

The electrical circuit exclusive the arc

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U_c$</td>
<td></td>
<td>V</td>
<td>Control voltage.</td>
</tr>
<tr>
<td>$U_t$</td>
<td></td>
<td>V</td>
<td>Terminal voltage.</td>
</tr>
<tr>
<td>$I, I_w$</td>
<td></td>
<td>A</td>
<td>Welding current.</td>
</tr>
<tr>
<td>$L_m$</td>
<td>1e-6</td>
<td>H</td>
<td>Welding machine output inductance.</td>
</tr>
<tr>
<td>$R_w$</td>
<td>0.004</td>
<td>Ω</td>
<td>Total welding wire resistance.</td>
</tr>
<tr>
<td>$L_w$</td>
<td>15e-6</td>
<td>H</td>
<td>Total welding wire inductance.</td>
</tr>
<tr>
<td>$R_e$</td>
<td></td>
<td>Ω</td>
<td>Electrode resistance.</td>
</tr>
<tr>
<td>$\rho_e$</td>
<td>0.2821</td>
<td>Ω/m</td>
<td>Resistivity of the electrode.</td>
</tr>
</tbody>
</table>

The arc

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$l_a$</td>
<td></td>
<td>m</td>
<td>Arc length.</td>
</tr>
<tr>
<td>$U_a$</td>
<td></td>
<td>V</td>
<td>Arc voltage.</td>
</tr>
<tr>
<td>$U_0$</td>
<td>15.7</td>
<td>V</td>
<td>Arc voltage constant.</td>
</tr>
<tr>
<td>$R_a$</td>
<td>0.022</td>
<td>Ω</td>
<td>Arc current coefficient.</td>
</tr>
<tr>
<td>$E_a$</td>
<td>636</td>
<td>V/m</td>
<td>Arc length coefficient.</td>
</tr>
</tbody>
</table>

The electrode

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_e$</td>
<td>0.00050</td>
<td>m</td>
<td>Electrode radius.</td>
</tr>
<tr>
<td>$A_e, A$</td>
<td></td>
<td>m</td>
<td>Electrode cross section area.</td>
</tr>
<tr>
<td>$l_s$</td>
<td></td>
<td>m</td>
<td>Electrode stick out.</td>
</tr>
<tr>
<td>$\rho_e, \rho$</td>
<td>7860</td>
<td>kg/m$^3$</td>
<td>Electrode density.</td>
</tr>
</tbody>
</table>
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#### The drop states

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_d$</td>
<td></td>
<td>m</td>
<td>Drop displacement.</td>
</tr>
<tr>
<td>$v_d$</td>
<td></td>
<td>m</td>
<td>Drop velocity.</td>
</tr>
<tr>
<td>$m_d$</td>
<td></td>
<td>kg</td>
<td>Drop mass.</td>
</tr>
</tbody>
</table>

#### The forces acting on the drop

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_{em}$</td>
<td></td>
<td>N</td>
<td>Force due to electromagnetic induction.</td>
</tr>
<tr>
<td>$F_g$</td>
<td></td>
<td>N</td>
<td>Force due to gravity.</td>
</tr>
<tr>
<td>$F_m$</td>
<td></td>
<td>N</td>
<td>Force due to momentum.</td>
</tr>
<tr>
<td>$F_d$</td>
<td></td>
<td>N</td>
<td>Force due to aerodynamic drag.</td>
</tr>
<tr>
<td>$F_s$</td>
<td></td>
<td>N</td>
<td>Surface tension force.</td>
</tr>
</tbody>
</table>

#### Other symbols related to the drop

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_d$</td>
<td>3.5</td>
<td>m</td>
<td>Drop radius.</td>
</tr>
<tr>
<td>$k_d$</td>
<td>0.0008</td>
<td>kg/s</td>
<td>Drop damping constant.</td>
</tr>
<tr>
<td>$\mu_0$</td>
<td>1.25664e-6</td>
<td>(kg m)/(A^2 s^2)</td>
<td>Permeability of free space.</td>
</tr>
<tr>
<td>$\gamma_{st}$</td>
<td>2</td>
<td>N/m^2</td>
<td>Surface tension of liquid steel.</td>
</tr>
<tr>
<td>$\gamma_{st}$</td>
<td>$\pi/2$</td>
<td>rad</td>
<td>Conducting area.</td>
</tr>
<tr>
<td>$A_d$</td>
<td>0.44</td>
<td>m^2</td>
<td>Drop area not covered by the electrode.</td>
</tr>
<tr>
<td>$C_d$</td>
<td></td>
<td>-</td>
<td>Drag coefficient.</td>
</tr>
<tr>
<td>$v_p$</td>
<td>10</td>
<td>m/s</td>
<td>Relative fluid to drop velocity.</td>
</tr>
<tr>
<td>$\rho_p$</td>
<td>1.6</td>
<td>kg/m^3</td>
<td>Plasma density.</td>
</tr>
</tbody>
</table>

#### Static electrode melting

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_R$</td>
<td></td>
<td>m^3/s</td>
<td>Melting rate.</td>
</tr>
<tr>
<td>$v_m$</td>
<td></td>
<td>m/s</td>
<td>Melting speed.</td>
</tr>
<tr>
<td>$c_1$</td>
<td>2.885e-10</td>
<td>m^3/(A s)</td>
<td>Melting rate constant.</td>
</tr>
<tr>
<td>$c_2$</td>
<td>5.22e-10</td>
<td>m^3/(A^2 s)</td>
<td>Melting rate constant.</td>
</tr>
<tr>
<td>$k_1$</td>
<td></td>
<td>m/(A s)</td>
<td>Melting speed constant.</td>
</tr>
<tr>
<td>$k_2$</td>
<td></td>
<td>(A^2 s)^{-1}</td>
<td>Melting speed constant.</td>
</tr>
</tbody>
</table>
# Nomenclature

## Dynamic electrode melting

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td></td>
<td>°C</td>
<td>Temperature.</td>
</tr>
<tr>
<td>$T_0$</td>
<td>20</td>
<td>K</td>
<td>Ambient temperature.</td>
</tr>
<tr>
<td>$T_m$</td>
<td>1427</td>
<td>K</td>
<td>Melting temperature.</td>
</tr>
<tr>
<td>$T_d$</td>
<td></td>
<td></td>
<td>Drop temperature.</td>
</tr>
<tr>
<td>$h_m$</td>
<td>2.5e+5</td>
<td>J/kg</td>
<td>The heat of fusion.</td>
</tr>
<tr>
<td>$h$</td>
<td></td>
<td>J/kg</td>
<td>Specific inner energy.</td>
</tr>
<tr>
<td>$h_{dt}$</td>
<td></td>
<td>J/kg</td>
<td>Specific inner energy of the drop.</td>
</tr>
<tr>
<td>$c$</td>
<td>510</td>
<td>J/(kg K)</td>
<td>Specific heat capacity, below $T_m$.</td>
</tr>
<tr>
<td>$c_{an}$</td>
<td>510</td>
<td>J/(kg K)</td>
<td>Specific heat capacity, above $T_m$.</td>
</tr>
<tr>
<td>$P_a$</td>
<td></td>
<td>J/s</td>
<td>The anode heat flow (flux).</td>
</tr>
<tr>
<td>$P_d$</td>
<td></td>
<td>J/s</td>
<td>The drop heat flow (flux).</td>
</tr>
<tr>
<td>$P_t$</td>
<td></td>
<td>J/s</td>
<td>Thermal conduction heat flow (flux).</td>
</tr>
<tr>
<td>$P_J$</td>
<td></td>
<td>J/s</td>
<td>Ohmic heat flow (flux).</td>
</tr>
<tr>
<td>$c_{an}$</td>
<td></td>
<td></td>
<td>Anode heat constant.</td>
</tr>
<tr>
<td>$V_{an}$</td>
<td></td>
<td>V</td>
<td>Anode voltage.</td>
</tr>
<tr>
<td>$\phi_w$</td>
<td>0.267</td>
<td>V</td>
<td>The work function.</td>
</tr>
<tr>
<td>$K_c$</td>
<td></td>
<td>J/K</td>
<td>Drop convection constant.</td>
</tr>
<tr>
<td>$E_p$</td>
<td></td>
<td>J</td>
<td>Inner energy.</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>17</td>
<td>W/(m K)</td>
<td>Thermal conductivity.</td>
</tr>
<tr>
<td>$\psi$</td>
<td>0.2821</td>
<td>Ω/m</td>
<td>Resistivity of the electrode.</td>
</tr>
</tbody>
</table>

## The Control architecture

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_m$</td>
<td></td>
<td>A</td>
<td>Measured welding current.</td>
</tr>
<tr>
<td>$U_{tm}$</td>
<td></td>
<td>V</td>
<td>Measured terminal voltage.</td>
</tr>
<tr>
<td>$l_{am}$</td>
<td></td>
<td>m</td>
<td>Estimated arc length.</td>
</tr>
<tr>
<td>$l_r$</td>
<td></td>
<td>m</td>
<td>Arc length reference.</td>
</tr>
<tr>
<td>$I_{rc}$</td>
<td></td>
<td></td>
<td>Output from the arc length controller.</td>
</tr>
<tr>
<td>$I_r$</td>
<td></td>
<td>A</td>
<td>Reference input to the current controller.</td>
</tr>
</tbody>
</table>

## Other symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_i$</td>
<td>1/15000</td>
<td>s</td>
<td>Approximated current dynamics time constant.</td>
</tr>
<tr>
<td>$l_c$</td>
<td></td>
<td>m</td>
<td>Contact tip (or tube) to workpiece distance.</td>
</tr>
<tr>
<td>$\psi_u$</td>
<td></td>
<td>m/s</td>
<td>Wire feed speed.</td>
</tr>
</tbody>
</table>
## Nomenclature

### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>GMAW</td>
<td>Gas Metal Arc Welding.</td>
</tr>
<tr>
<td>GTAW</td>
<td>Gas Tungsten Arc Welding.</td>
</tr>
<tr>
<td>MMA</td>
<td>Manual Metal Arc (stick welding).</td>
</tr>
<tr>
<td>MIG</td>
<td>Metal inert Gas.</td>
</tr>
<tr>
<td>MAG</td>
<td>Metal Active Gas.</td>
</tr>
<tr>
<td>TIG</td>
<td>Tungsten Inactive Gas.</td>
</tr>
<tr>
<td>PIT</td>
<td>Pinch Instability Theory.</td>
</tr>
<tr>
<td>SFBM</td>
<td>Static Force Balance Model.</td>
</tr>
<tr>
<td>SFBM</td>
<td>Dynamic Force Balance Model.</td>
</tr>
</tbody>
</table>
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