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Abstract—A model predictive control at supervisory level is proposed for refrigeration systems including distributed local controllers. Prediction of the electricity price and outdoor temperature are assumed available. The control objective is to minimize the overall energy cost within the prediction horizon. The method is mainly developed for demand-side management in the future smart grid, but a simpler version can be applied in the current electricity market. Due to the system nonlinearity, the minimization is in general a complicated nonconvex optimization problem. A new supervisory control structure as well as an algorithmic pressure control scheme is presented to rearrange the problem to facilitate convex programming. A nonlinear continuous time model validated by real data is employed to simulate the system operation. The results show a considerable economic saving as well as a trade-off between the saving level and the design complexity.

I. INTRODUCTION

The structure of power systems, especially in Europe, is changing from a centralized one to a decentralized one due to distributed generation with high penetration of renewable sources. This change leads to several new challenges that can be handled in a smart grid, where both production and consumption of electricity are managed efficiently. To achieve such efficient demand-side management, consumers should be equipped with control systems that can actively respond to grid requirements.

Supermarket refrigeration systems are one of the consumers that have significant potential to take part in demand-side management by shifting their energy consumption. The large potential for demand-side management can be illustrated by Denmark alone with 5 mio. inhabitants having approx. 4,500 supermarkets, using annually approx. 540,000 MWh for refrigeration. This can be achieved by storing energy as coldness in foodstuffs. The authors believe that this storage capability can be utilized effectively by developing appropriate control methods. However, existing nonlinearities and constraints in refrigeration systems challenges the control design.

One of the best control schemes that can take into account the required predictions and can handle such a multivariable system as well as respecting the state and input constraints is model predictive control (MPC), [1]. Various MPC formulations have successfully been applied for different improvements in refrigeration systems. With hybrid system formulation, MPC was employed in [2], [3] and [4] to solve the synchronization problem in display cases that causes wearing of the compressors. Fallahsohi, et al in [5] applied predictive functional control to minimize the superheat in an evaporator. For multi-evaporator systems, a decentralized MPC was proposed to control the cooling capacity of each evaporator [6]. A nonlinear predictive control scheme was designed in [7] to reduce the total power consumption of the compressor in a vapor compression cycle.

An optimal demand-side management can be realized in a real-time electricity pricing market by taking price predictions into account [8]. Optimizing economic objectives in MPC formulation for process systems was presented in [9]. A thorough study has been performed by Hovgaard, et al, [10], where an economic MPC was designed to reduce operating costs of refrigeration systems by utilizing the thermal storage capabilities. Predictions of the electricity price and the outdoor temperature were considered and a nonlinear optimization tool was used to handle the nonconvex cost function. They also showed that their proposed method can successfully contribute with ancillary services to balance power markets in the smart grid.

In this paper, we propose a new supervisory control structure for commercial refrigeration systems. In order to minimize the energy consumption, the optimizing value for cooling capacity of each unit as well as the optimal set-point for suction pressure (common evaporation temperature) should be calculated. This will however lead to solve a nonlinear and nonconvex optimization problem. To avoid this nonconvexity, we propose a simple heuristic algorithm to regulate the suction pressure in the local control level. The energy consumption is reduced significantly as a result of this algorithmic pressure control.

Finally, a model predictive control in the supervisory level is proposed that can further reduce the total energy costs using predictions of the price and the outdoor temperature. The supervisory MPC controls the cooling capacity of each unit by providing an optimal temperature set-point for each distributed PI controller.

II. REFRIGERATION SYSTEM

A basic layout of a typical refrigeration system including several fridge and freezer display cases with two compressor banks in a booster configuration is shown in Fig. 1. Starting from the receiver (REC), two-phase refrigerant (mix of liquid and vapor) at point ‘8’ is split out into saturated liquid (’1’) and saturated gas (’1b’). The latter is bypassed by a bypass valve (BPV), and the former flows into expansion valves where the refrigerant pressure drops to medium (’2’) and low (’2′) pressures. The expansion valves EV_MT and
EV_LT are driven by thermostatic ON/OFF controllers to regulate the air temperature inside the fridge and freezer display cases, respectively. Flowing through medium and low temperature evaporators (EVAP_MT and EVAP_LT), the refrigerant absorbs heat from the cold reservoir. The pressure of low temperature units (LT) is increased by the low stage compressor rack (COMP_LO). All mass flows from COMP_LO, EVAP_MT and BPV outlets are collected by a suction manifold at point ‘5’ where the pressure is increased again by high stage compressors (COMP_HI). Afterward, the gas phase refrigerant enters the condenser to deliver the refrigerant absorbs heat from the cold reservoir. The absorbed heat from cold reservoirs to the surroundings.

There is however heat load from supermarket indoor, \( Q_{\text{load}} \), which the latter is also known as cooling capacity. In the cold reservoirs (display cases and cold rooms), heat is transferred from the foodstuffs to the cooled air, \( Q_{\text{foods}} \). There is a lumped temperature model, the following dynamical equations are derived based on energy balances for the mentioned heat transfers.

\[
MC_p \frac{dT_{\text{foods}}}{dt} = -Q_{\text{foods}}
\]

\[
MC_p \frac{dT_{\text{cr}}}{dt} = Q_{\text{load}} + Q_{\text{foods}} - Q_{e}
\]

where \( MC_p \) denotes the corresponding mass multiplied by the heat capacity. The energy flows are

\[
Q_{\text{foods}} = UA_{\text{foods}}(T_{\text{foods}} - T_{\text{cr}})
\]

The COP is calculated by

\[
\text{COP} = \frac{x_{\text{MT}} \Delta h_{fg,\text{MT}} + x_{\text{LT}} \Delta h_{fg,\text{LT}}}{\dot{Q}_{\text{hot}} - \dot{Q}_{\text{cold}}}
\]

where indices \( MT \) and \( LT \) relate the calculated values to the medium and low temperature sections, respectively. Parameters \( x_{\text{MT}} \) and \( x_{\text{LT}} \) are ratio of the refrigerant mass flow of MT and LT evaporators to the total flow rate, and

\[
\eta_{\text{MT}} = \eta_{\text{me,MT}} \eta_{\text{is,MT}} \quad \text{and} \quad \eta_{\text{LT}} = \eta_{\text{me,LT}} \eta_{\text{is,LT}}.
\]
III. SUPERVISORY CONTROL

Fig. 2 shows the control system structure including local inner loop control and supervisory outer loop one. The local controllers are responsible for regulating the pressures and the temperatures to the required set-points, and the supervisory control, here, has to sent the temperature setpoints to the cold reservoirs such that the total energy cost is minimized.

A. Distributed/local Controllers

In the most available set-ups of refrigeration systems, air temperature inside a display case is governed by a thermostatic expansion valve between an upper and a lower temperature limit. The new technologies of the expansion valves allows the pulse with modulation techniques in the control signals. Consequently, air temperature inside the displace cases can be regulated by local PI controllers instead of the thermostatic ON/OFF operations.

The compressors are responsible for regulating the suction pressure to a usually fixed set-point. Due to the different timescales between the dynamics of the compressors and the display case, a static model for the compressors are considered [15].

We propose the following algorithm that keeps the suction pressure as high as possible while ensuring the system functionality in presence of varying loads. A sampling time equal to one minute ensures that the compressor speed is regulated to its steady-state value. Moreover, an upper limit \( P_{\text{suc,max}} \) is put to keep a safety margin for pressure difference required for circulating the refrigerant. The lower limit \( P_{\text{suc,min}} \) is due to the limitations of compressor total capacities, and also the safety issues regarding the high pressure difference.

**Algorithm 1** Calculate set-point value for the suction pressure

if \( P_{\text{suc}} < P_{\text{suc,max}} \) and \( \max(OD_i) < \delta_{\text{max}} \)

Increase the pressure set-point

else if \( P_{\text{suc}} > P_{\text{suc,min}} \) and \( \max(OD_i) > \delta_{\text{min}} \)

Decrease the pressure set-point

else

Keep the previous set-point

The above algorithm is based on an optimality hypothesis, where the pressure should be increased until one of the expansion valves is kept almost fully open. It increases and decreases the pressure set-point with a constant ramp and within the pressure limits.

Now, we have a system with higher energy efficiency. Still, there exists a potential to further reduce the energy cost by shifting the power consumption using a predictive control algorithm.

B. Economic MPC

The control objective of economic MPC is to minimize the operating cost while respecting the operation and imposed constraints. The economic objective function is simply formulated by the instantaneous energy cost as multiplication of the real-time electricity price \( e_p(t) \) by the power consumption at given time \( t \). So, the energy cost, \( J_{\text{ec}} \) is computed over the specified time interval \([T_0, T_N]\) as

\[
J_{\text{ec}} = \int_{T_0}^{T_N} e_p W_{\text{cool}} dt.
\]  

1) Linear Model and Constraints: Considering \( Q_e \) in (2) as an input manipulated variable, we will have a linear system with the standard form. But we cannot directly apply \( Q_e \) as an input signal to the system. Considering (5) and (6), \( Q_e \) is a function of \( OD \), \( P_{\text{rec}} \), and \( P_{\text{suc}} \). \( P_{\text{rec}} \) is regulated to a fixed set-point and is taken constant. At each time step we can measure \( P_{\text{suc}} \) and assumed it constant all over the horizon. Bearing in mind that Algorithm 1 tries to keep the pressure at its maximum possible level, it would not be a highly restrictive assumption for our predictive model. So at time step \( k \) we will have

\[
Q_e = \beta_k OD
\]  

where

\[
\beta_k = \Delta h_t KVA \sqrt{2} P_{\text{suc}} (P_{\text{rec}} - P_{\text{suc}}) 10^5
\]  

is assumed constant for the next \( N \) samples of prediction (i.e. \( \beta_{k|k+i} = \beta_{k|k+i} \) for \( i = 1 \ldots N \)).

Now the following linear model is derived for each cooling unit.

\[
\begin{align*}
\dot{x}_p &= A_p x_p + B_{1,p} u + B_{2,p} d \\
y_p &= C_p x_p 
\end{align*}
\]  

with the states \( x_p = [T_{\text{foods}} \ T_{\text{cr}}]^T \), the input \( u = OD \), and the disturbance \( d = T_{\text{indoor}} \). The parameters are

\[
A_p = \begin{bmatrix}
\frac{UA_{\text{foods}}}{MC_{P_{\text{cr}}}} & \frac{UA_{\text{foods}}}{MC_{P_{\text{cr}}}} \\
\frac{UA_{\text{foods}}}{MC_{P_{\text{cr}}}} & \frac{UA_{\text{foods}}}{MC_{P_{\text{cr}}}} + \frac{UA_{\text{load}}}{MC_{P_{\text{cr}}}}
\end{bmatrix},
\]  

\[
B_{1,p} = \begin{bmatrix}
0 \\
-1
\end{bmatrix}, \quad B_{2,p} = \begin{bmatrix}
0 \\
\frac{UA_{\text{load}}}{MC_{P_{\text{cr}}}}
\end{bmatrix},
\]  

and

\[
C = \begin{bmatrix} 1 & 1 \end{bmatrix}.
\]

The output \( y_{p_1} = x_{p_1} \) is the measured variable and subjected to constraint, and \( y_{p_2} = x_{p_2} \) is the output to be controlled.

System (15) is subjected to the constraints

\[
T_{\text{foods, min}} \leq y_{p_1} \leq T_{\text{foods, max}}.
\]
and
\[ 0 \leq u \leq 1, \quad (20) \]
where \( T_{foods,\text{min}} \) and \( T_{foods,\text{max}} \) are defined based on the types of foods are placed in the display cases.

2) **MPC Formulation:** We use a discrete-time receding horizon approach, in which at each time step, an optimization problem is solved over a prediction \( N \) step horizon. The result consists of the \( N \) moves of manipulated variables where the first one is applied as the MPC control law. So, for the MPC formulation we should discretize the plant model (15) with sampling time \( T_s \) which results in
\[
\begin{align*}
    x_p[k+1] &= A_dx_p[k] + B_du[k] + B_dd[k] \\
    y_p[k] &= C_d x_p[k]
\end{align*}
\]
(21)

with the discrete-time system matrices \( A_d, B_d, B_d \) and \( C_d \). To keep the optimization problem feasible in case of uncertain loads, the state constraint (19) is changed to the set of soft constraints
\[
T_{foods,\text{min}} - \varepsilon \Delta T_{foods} \leq y_{p1} \leq T_{foods,\text{max}} + \varepsilon \Delta T_{foods} \quad \varepsilon \geq 0
\]
(22)

where the violations from temperature limits are penalized by adding the term \( \rho_e \varepsilon \) to the objective function. \( \Delta T_{foods} \) and \( \rho_e \) should be defined such that the violation occurrence is very rare and its amount is also negligible.

In order to implement the MPC scheme in a cascade configuration shown in Fig. 1, the predictive model should also include the local controller dynamics [16],
\[
\begin{align*}
    x_c[k+1] &= A_c x_c[k] + B_c e[k] \\
    u[k] &= C_c x_c[k] + D_c e[k]
\end{align*}
\]
(23)
The error signal is defined as \( e[k] = r[k] - y_{p2}[k] \), where \( r[k] \) is the temperature set-point. The combined predictive model for the cascade structure is derived as follow:
\[
\begin{align*}
    X[k+1] &= AX[k] + B_1 r[k] + B_2 d[k] \\
    Y[k] &= CX[k] + D r[k]
\end{align*}
\]
(24)

where \( X = [x_p \ x_c]^T \) and \( Y = [y_p \ u]^T \). The corresponding state space matrices for this formulation can be found in [16]. Using the state-space model (24) the control signal applying to the system will be the temperature reference \( r \).

The cost function (12) is rewritten using (10) as
\[
J_{ce} = \sum_{k=0}^{N-1} \left\| \frac{\hat{Q}_{c,\text{tot}}}{\text{COP}} \right\|_2^2
\]
(25)

where \( \text{COP} \) is given by (11), and \( \hat{Q}_{c,\text{tot}} = \sum_{i=1}^{m} \hat{Q}_e \) with \( m \) indicating the number of cooling units. In the next section we will show how we can predict the \( \text{COP} \) by estimating it as a linear function depending on the outdoor temperature. Now, the optimization problem is defined as
\[
\begin{align*}
    \text{minimize} & \quad J_{ce} + J_{\Delta u} + \rho_e \varepsilon \\
    \text{subject to} & \quad \text{system dynamics (24)} \quad \text{state constraints (22)} \quad \text{input constraints (20)}
\end{align*}
\]
(26)

with
\[
J_{\Delta u} = \sum_{k=1}^{N-1} \left\| R_{\Delta u} (r[k] - r[k-1]) \right\|_2^2
\]
(27)

where \( R_{\Delta u} \) is a diagonal matrix of tuning weights. The above objective function penalizes the rate of change of the set-point to avoid the oscillatory behavior in control commands. The tuning parameters are defined by considering two opposing objectives: cost and stability. From the cost point of view, the units (e.g. display cases) with larger costs of storing energy should be more penalized, and from the stability point of view, the units with faster dynamics should be assigned larger values for their corresponding weights in \( R_{\Delta u} \).

IV. SIMULATION RESULTS

In this section, the proposed methods are applied to a high-fidelity simulation benchmark developed based on the model explained in [15]. The model is validated against real data obtained from a supermarket including 7 MT and 4 LT fridge and freezer display cases and a cold room, and the two-stage compressor racks. A two-step simulation is provided to show the gradually improvement from a simple PI replacements together with Algorithm 1 to the complicated supervisory MPC. For each case, the simulation results for a 24-hour operation are presented.

The outdoor temperature is obtained from an hourly measurement with linear interpolation between the hours. The temperature prediction can for example be provided by the national meteorological institute, sometimes on a commercial basis. One week period of hourly el-spot price was downloaded from NordPool spot market [17]. Fig. 3 shows the \( T_{outdoor} \) and \( e_p \) for 24 hours related to the next results. In the simulations, we used a normalized version of the electricity prices and compare the methods based on the percentage in reduction of the operating cost.

![Outdoor temperature and electricity price.](image)

Fig. 3. Outdoor temperature and electricity price.

A. Distributed PI Temperature Control together with Algorithmic Pressure Control

At this step, the thermostatic controllers are replaced by PI ones and the Algorithm 1 is applied for the pressure set-point control. The temperature set-points for each PI is set to the middle of the range of the display case temperature the same
as the thermostatic control case. The power consumption for 24 hours with thermostatic control is shown in Fig. 4. Fluctuations in power consumption is mainly because of the mass flow change due to thermostatic actions. The total energy consumption and electricity cost are $E_{\text{tot}} = 95.1$ [kWh] and $e_c = 47.6$.

The energy consumption and the corresponding electricity cost in case of using the PI control valves as well as applying the Algorithm 1 are reduced to $E_{\text{tot}} = 76$ [kWh] (20% reduction) and $e_c = 38.4$ (19% reduction). The suction pressures of two LT and MT sections are illustrated in Fig. 5. The design parameters are $\delta_{\text{max,MT}} = 0.95, \delta_{\text{min,MT}} = 0.9, \delta_{\text{max,LT}} = 0.95, \delta_{\text{min,LT}} = 0.85, P_{\text{max,MT}} = 34$ and $P_{\text{max,LT}} = 15$. The suction pressures vary between $\delta_{\text{min}}$ and $\delta_{\text{max}}$ with a constant ramp.

Further improvement can be achieved by running the system in an energy-efficient scenario, where the temperature set-points are fixed to highest levels (only 0.5 °C below the maximum limits). The result is shown in the same plot with the MPC case in Fig. 7. Using this simple scenario $E_{\text{tot}}$ and $e_c$ are reduced to $E_{\text{tot}} = 67.8$ [kWh] (29% reduction) and $e_c = 34.3$ (28% reduction) which is a considerable reduction.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{suction_pressures.png}
\caption{Suction pressures of two LT and MT sections after applying Algorithm 1.}
\end{figure}

**B. Economic MPC**

Considering the slow dynamics of the display cases, and different time constant for the food temperatures ranging from 1 hour to more than 10 hours, a 15 minute sampling period and a 24 h prediction horizon ($N = 96$) is chosen for implementation. The tuning parameters are $\rho_{\text{e,MT}} = 10^5$, $\rho_{\text{e,LT}} = 100$, and $R_{\text{Au}} = 0.01 m \times m$, where $m = 7$ for MT and $m = 4$ for LT units. To solve the optimization problem (26) we have used CVX, a package for specifying and solving convex programs [18], [19].

Considering (11), the COP is a nonlinear function of the both suction and the condensation pressures. So its relation cannot be placed directly in the convex programming. Since we have already assumed the pressure set-point unchanged for the prediction horizon (note that it is updated at each sample), the COP would mainly depend on the condensation pressure which is highly correlated with the outdoor temperature. So it is rational to calculate it from (11) based on the measurements and then use it as the historical data for prediction. As shown in Fig. 6 (top), the COP is linearly estimated from the outdoor temperature. Fig. 6 (bottom) shows the COP prediction for the next horizon based on the linear fit estimation obtained from the previous 24 hours of the historical data, and the prediction of the outdoor temperature for the next 24 hours. Since the pressure may change during the operation and also the outdoor temperature varies during the day, the linear fit is updated in each time step to avoid the significant bias in predictions.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{cop_estimation.png}
\caption{COP estimation and prediction. (top): Estimation of the system COP as a linear function of the outdoor temperature. (bottom): Prediction of the system COP using the obtained linear estimation and prediction of the outdoor temperature.}
\end{figure}

The power consumption resulted from applying the economic MPC scheme in the supervisory level is depicted in Fig. 7. The food temperatures of the fridge display cases are represented in Fig. 8. The trends for the freezer units are almost similar. Using the economic MPC, the energy consumption is reduced to $E_{\text{tot}} = 64.6$ [kWh] (32% reduction) that justifies the COP prediction method. The electricity cost become $e_c = 30.3$ (36% reduction) which indicates the effectiveness of the proposed scheme. As can be seen from Fig. 3, around 3 h both $e_p$ and $T_{\text{outdoor}}$ are low (the COP is high), so the supervisory control starts storing energy by lowering the temperatures while respecting the imposed constraints. Around 15 h, $e_p$ is low but $T_{\text{outdoor}}$ is high (the COP is low), but the proposed control can handle this trade-off very well by storing some amount of energy in an optimal way.

\section{V. DISCUSSIONS}

From the results provided in the previous section, one can recognize a big gap between a very simple traditional
thermostatic control in a commercial refrigeration system and a complicated economic MPC regarding the operating cost (36% reduction was reported). In order to avoid jumping from a primary design to an advanced one, we explained how we can increase the efficiency of the system, regarding its energy consumption, by simple practically applicable methods. For this purpose, we proposed a predictive control in a supervisory level to minimize the cost of operation. The following steps were investigated concerning the economic saving they can offer with respect to the simple non-efficient thermostatic control.

1) Using PI control together with Algorithm 1, (19%)
2) Using the energy-efficient scenario, (28%)
3) Using the economic MPC scheme, (36%)

The largest saving is realized by using the economic MPC, but the method is complicated and needs advanced numerical methods to solve an optimization problem. On the other hand, the proposed energy-efficient scenario can be easily applied, but the operating cost is not minimized by this method. So, there is a visible trade-off between the performance and the design complexity.

VI. CONCLUSIONS

In general, the economic cost function in refrigeration systems including the cooling capacity of each cold reservoir as well as the suction pressure as manipulated variables is a nonconvex function which makes the optimization problem more troublesome. To avoid this nonconvexity, we have proposed a supervisory control structure with a simple algorithm for set-point control of the suction pressure that facilitates a reformulation of the problem to a more numerically efficient convex programming. Incorporating the PI controller dynamic into the predictive model enables the MPC to apply the tempreture set-point as the manipulated variable. The results showed the superiority of the proposed economic MPC with 36% reduction of the operating cost over an energy-efficient scenario offering 28% reduction.
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