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Abstract—Binaural hearing aids (HAs) can potentially perform advanced noise reduction algorithms, leading to an improvement over monaural/bilateral HAs. Due to the limited transmission capacities between the HAs and given knowledge of the complete joint noisy signal statistics, the optimal rate-constrained beamforming strategy is known from the literature. However, as these joint statistics are unknown in practice, sub-optimal strategies have been presented. In this paper, we present a unified framework to study the performance of these existing optimal and sub-optimal rate-constrained beamforming methods for binaural HAs. Moreover, we propose to use an asymmetric sequential coding scheme to estimate the joint statistics between the microphones in the two HAs. We show that under certain assumptions, this leads to sub-optimal performance in one HA but allows to obtain the truly optimal performance in the second HA. Based on the mean square error (MSE) distortion measure, we evaluate the performance improvement between monaural beamforming (no communication) and the proposed scheme, as well as the optimal and the existing sub-optimal strategies in terms of the information bit-rate. The results show that the proposed method outperforms existing practical approaches in most scenarios, especially at middle rates and high rates, without having the prior knowledge of the joint statistics.

Index Terms—Binaural hearing aids (HAs), multi-microphone noise reduction, remote source coding.

I. INTRODUCTION

NOWDAYS hearing aids (HAs) include digital signal processing algorithms to improve the intelligibility of the signal of interest. The HAs record the acoustic field with one or multiple microphones and try to improve the intelligibility of the desired speech signal while reducing environmental noise [1]. Using a wireless link, the two HAs can collaborate with each other and construct a binaural HA system to increase noise suppression and potentially preserve some important binaural (spatial) cues [2]. This leads to the notion of binaural multi-microphone noise reduction which may have a better speech intelligibility compared to single-microphone solutions [3], [4]. In addition, unlike bilateral systems or independent dual-channel systems, where a set of two monaural systems operate independently from each other (no collaboration between the devices), the binaural system exploits the spatial diversity, using more observations, and interaural information to increase the speech intelligibility [5]. A well known binaural multi-microphone noise reduction algorithm is the binaural multichannel Wiener filter (MWF) [6]–[9]. The binaural MWF includes two separate MWF beamformers for the two HAs. Each MWF beamformer combines its local observations with those of the contralateral HA to estimate its own version of the target signal such that the mean square error (MSE) between the target signal and its estimate is minimized. The binaural MWF allows for more degree of freedom for noise reduction [5], among all the MMSE-based single-channel or dual-channel speech enhancement methods [10], as it exploits the full potential of binaural processing by exchanging the signals between the HA devices (more microphone observations, the better the noise reduction performance) and as it outputs the best MSE estimate of the target signal. Binaural filters require that noisy observations from one HA are transmitted to the other one (e.g. through a wireless link) in order to be combined with local observations. Typically, transmission capacities are limited due to limited battery life-time [11], [12], which necessitates data compression. Ideally, the algorithm trades off the transmission bit-rate of contralateral HA observations against the estimation error of the target signal [12, Sec. I], which is remotely (i.e., indirectly after being filtered by the room channel) observable at the HAs.

From an information theoretic viewpoint, such an estimator can be seen as remote source coding [13]–[15]. Since the beamformer needs to decode the transmitted signals and combine these with its local observations (which are available error-free as ”side information”), the more accurate problem formulation would be that of remote source coding with side information at the decoder. For directly observable sources this problem is referred to as Wyner-Ziv (WZ) coding [16] and for remote (i.e., indirectly observable) sources as remote WZ coding [17]. In fact, in remote source coding problems the (remote) target signals are of interest, and not necessarily the (noisy) direct observations. In [12, Sec. III-A] this problem is considered, assuming jointly Gaussian random sources, and an optimal tradeoff between the transmission rate and the MSE between the target signal and its estimate is derived. The method provides an upper bound on the performance of the minimum MSE (MMSE)-based rate-constrained binaural beamforming algorithms. However, the requirement of knowing the (joint) statistics severely limits the application of the method in practice. In fact, the joint statistics between the two HA observations remain unknown in practice and can only be estimated if realizations are exchanged between the HAs.

Several sub-optimal approaches are proposed in [12, Sec.
III-B), [18]–[20] in which local functions of the contralateral observations are transmitted, projecting the multiple signals on to a single signal. These methods provide practical alternatives to the optimal method in [12, Sec. III-A], as they do not need the knowledge of the (joint) statistics. However, the blind projection of the multi-microphone observations to one signal tends to a significant asymptotic mismatch in the performance even at sufficiently high rates [18]. An iterative reduced bandwidth MWF-based beamformer is proposed in [20], where local estimates of the target signal are assumed to be exchanged error-free between the HAs without any rate constraint. It is shown in [20] that for a single target signal, the iterative approach converges to the binaural MWF after sufficient transmissions between HAs. However, when analyzing the rate-constrained scenario [21], the total rate is distributed over transmissions (iterations) which results in a poor final performance (after convergence) in terms of bit-rate.

Typically, the aforementioned sub-optimal approaches do not make use of the joint statistics between the two HA observations. As a result, before exchanging the signals, some information will be removed which may be necessary for the other side to cancel out the noise sources, leading to an asymptotic sub-optimality. By asymptotic sub-optimality, we mean that the performance does not approach the optimal performance for increasing rate. Therefore, any knowledge (even incomplete) of the (joint) statistics between the nodes may be crucial to keep the necessary information when filtering the information, resolving the asymptotic sub-optimality, and to provide a good tradeoff between the rate and the distortion. This motivates trying to estimate the joint statistics.

In this paper, we study the performance of sub-optimal rate-constrained noise reduction techniques based on a unified encoding-decoding framework which can easily be translated to the existing sub-optimal schemes by changing certain parameters. Moreover, we propose an asymmetric sequential coding approach for the transmission of the information from one HA to the other HA (which we will refer to as Link 1) and vice versa (which we will refer to as Link 2). In addition, we propose an extension of the probability distribution preserving quantization method [22], to vector sources, to be used in Link 1. Using this distribution preserving quantization, the unquantized statistics can be retrieved and used to apply the optimal coding strategy [12, Sec. III-A] in Link 2. Based on the MSE criteria, the distortion gap between the monaural noise reduction approach, in which there is no communication between devices, and different sub-optimal/asymmetric noise reduction approaches are compared for both links. The results show that the proposed methods outperform the sub-optimal approaches in most practical scenarios and confirm the optimal asymptotic behavior of the proposed methods.

The paper is organized as follows. In Sec. II the binaural HA problem is stated and the well-known information theoretic rate-distortion tradeoff is introduced. In Sec. III we state the rate-constrained noise reduction problem in a unified framework and the optimal and some sub-optimal approaches are explained. The proposed asymmetric 2-way coding scheme is presented in Sec. IV. The performance analysis of the proposed and existing methods is carried out in Sec. V. Finally, Sec. VI concludes the paper.

II. PROBLEM STATEMENT

A. Signal Model

A typical binaural HA system consists of two wireless collaborating HAs. Assume that the left-side and right-side HAs include $M_1$ and $M_2$ microphones, respectively, with $M = M_1 + M_2$ microphones in total. All microphones record a filtered version of the target speech signal which is denoted in the frequency domain by $S[k]$, corrupted by and additive noise $N[k]$, with $k$ the discrete frequency bin index. The frequency-domain description of the noisy observation captured by the $i$th microphone is given by

$$Y_i[k] = A_i[k]S[k] + N_i[k],$$

where $i = 1, ..., M$, $A_i$ is the acoustic transfer function (ATF) between the target signal and the $i$th microphone. Stacking all noisy observations across the microphones in a vector, the signal model can be rewritten as

$$y = x + n, \quad y \in \mathbb{C}^M.$$  

where $y = [Y_1[k], ..., Y_{M_1}[k], Y_{M_1+1}[k], ..., Y_M[k]]^T$denotes the total $M$ noisy microphone signals, $x = aS$, and

$$a = [A_1[k], ..., A_M[k]]^T, \quad n = [N_1[k], ..., N_M[k]]^T.$$  

Note that the frequency index $k$ is omitted, when defining the signal vectors, for ease of notation. To distinguish between the left-side and the right-side noisy microphone observations, vectors $y_1 \in \mathbb{C}^{M_1}$ and $y_2 \in \mathbb{C}^{M_2}$ are defined, respectively, as

$$y_1 = [Y_1[k], ..., Y_{M_1}[k]]^T \quad \text{and} \quad y_2 = [Y_{M_1+1}[k], ..., Y_M[k]]^T.$$  

The superscripts $(\cdot)^T$ and $(\cdot)^H$ denote transpose and conjugate transpose operators, respectively. All sources are assumed to be zero-mean and mutually uncorrelated. The cross-power spectral density (CPSD) matrix of the noisy signal vector $y$, denoted by $\Phi_y$, can then be written as $\Phi_y = \Phi_x \Phi_n$, $\Phi_y \in \mathbb{C}^{M \times M}$, with $\Phi_x = \Phi_S \Phi_S^H$. Here, $\Phi_S$ is the power spectral density (PSD) of the clean speech signal $S$ and $\Phi_n = E[nn^H]$, where $E[\cdot]$ denotes the expectation.

The goal of the multi-microphone noise reduction algorithms is to estimate the clean speech signal while suppressing the environmental noise power. The binaural MWF [7], [8] consists of two filters (the left-side and the right-side filters). Let the left and right reference microphone indices be denoted by 1 and $M_1 + 1$, respectively. The filters estimate the target signal at the left-side and the right-side reference microphones, say $S_1 = A_1S$ and $S_2 = A_{M_1+1}S$, respectively, by minimizing the MSE between the target signal and its estimates, say $\hat{S}_1$ and $\hat{S}_2$, respectively. Scalars $A_1$ and $A_{M_1+1}$ denote the ATFs with respect to the corresponding reference microphones. Finally, the estimates are given by

$$\hat{S}_1 = E[S_1|y] \quad \text{and} \quad \hat{S}_2 = E[S_2|y].$$  

Computing each of these MWF outputs requires the availability of the error-free contralateral noisy signal realizations. In practice, only a compressed/quantized version of the contralateral noisy signals are available. These signals are compressed at a certain rate. Therefore, the problem can be viewed as a rate-constrained estimation task which will be described in the next section.
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B. Rate-Distortion Function (RDF) [13, Ch. 4]

Let \( s^N = \{s[i]\}_{i=1}^N \) be a sequence of discrete stationary Gaussian source samples, where \( s[i] \in \mathbb{C} \) and \( N \) is the number of samples. The sequence \( s^N \) can be thought of as a single microphone observation along the time-axis. Assume that the encoder maps the sequence with \( R \) bits per sample to a bit sequence. The decoder receives the bit sequence and produces the quantized sequence \( \hat{s}^N = \{\hat{s}[i]\}_{i=1}^N \).

The direct rate-distortion problem is to find the minimum asymptotic achievable rate at which the sequence can be encoded such that the reconstruction error does not exceed a certain value \( D \), as \( N \to \infty \) [13]. The problem is solved in [13, Ch. 4] and a parametric rate-distortion tradeoff is found, analytically. To achieve the optimal tradeoff [13, Ch. 4], for a stationary Gaussian source, the optimal forward test channel interpretation is presented in [13, Ch. 4] and [18, Sec. 3], which is illustrated in Fig. 1, where the quantization procedure in the frequency domain can be thought of as a test channel with input \( s(\Omega) \) and output \( \hat{s}(\Omega) \). The channel noise \( e(\Omega) \) is uncorrelated to the input source \( s(\Omega) \). The quantization parameters are computed as [13]

\[
\beta(\Omega) = \max(0, 1 - \frac{\theta}{\Phi_x(\Omega)}), \quad \Phi_x(\Omega) = \max(0, \theta(1 - \frac{\theta}{\Phi_s(\Omega)}))
\]

where \( \Phi_s \) is the PSD of the sequence \( s^N \), \( N \to \infty \), and \( \theta \in (0, \sup \Phi_x] \) denotes the “reverse water filling” threshold parameter [13], [23].

III. RATE-CONSTRAINED NOISE REDUCTION

Binaural rate-constrained noise reduction (RCNR) aims at estimating the target signal at the reference microphones, given some local observations and the quantized contralateral observations, such that the communication rate between HAs is minimized, satisfying a certain constraint. For the right-side beamformer, the local observation vector \( y_2 \) acts as the "side information" and \( y_1 \) as the contralateral observations. A similar argument holds for the left-side beamformer.

Most approaches like [12], [18] use the following structure of three stages. First, the contralateral observations are filtered prior to being quantized, as we are interested in information about the target source (\( S_1 \) or \( S_2 \)) and not necessarily in those of the contralateral noisy observations themselves (filtering stage). Second, the filtered signals are quantized and transmitted to the other side (quantization stage). Finally, the target signal is estimated given the side information and the filtered-quantized contralateral observations (estimation stage). Existing approaches differ in how different operators for these three processing stages of filtering, quantization, and final estimation are chosen, which we will explain using the above-mentioned unified description.

A. Optimal Rate-Constrained Noise Reduction

Encoding the sources for a decoder which has access to the side information is known as the Wyner-Ziv (WZ) problem [16]. Based on the WZ coding, in [12, Sec. III-A] the problem is optimally solved for the multiple microphones per HA setup (binaural setup) and the optimal rate-distortion tradeoff is found analytically. For stationary Gaussian sources, the interpretation of the optimal RCNR system is illustrated in Fig. 2 [12, Sec. III-A]. From the right-side beamformer’s perspective, first, the left-side noisy signals (\( y_1 \)) are filtered as \( y_{12} = (w^o_1)^H y_1 \), using the joint statistics between the HA observations, with the optimal coefficients \( w^o_1 \) computed as

\[
w^o_1 = \Phi_x^{-1} \Phi_x y_2, \quad w^o_1 \in \mathbb{C}^{M_1 \times 1}
\]

where \( \Phi_x \) is the CPSD matrix of the direct innovation process \( \bar{y}_1 \) defined as \( \bar{y}_1 = y_1 - \hat{E}[y_1 y_2] \) and \( \Phi_x y_2 \) is the CPSD vector between \( S_2 \) and \( \bar{y}_1 \).

Second, using the WZ coding philosophy [16], the filtered signal \( y_{12} \) will be optimally encoded, knowing the joint statistics and that the decoder has access to \( y_2 \). The WZ-based decoder (Fig. 2) consists of an MMSE estimator, which estimates \( \hat{S}_2 \), the target signal at the right-side reference microphone, given \( y_2 \) and the quantized version of \( Y_{12} \). See [12, Sec. III-A] for more details.

B. Sub-optimal Rate-Constrained Noise Reduction

Achieving the optimal rate-distortion tradeoff as in [12, Sec. III-A] requires knowledge of the joint statistics between the noisy signals from both HAs, which are not available in practice. In [12, Sec. III-B] a sub-optimal method is presented in which a local estimate of the target signal, without using the correlation between the two HA observations, is transmitted to the contralateral device. However, in the presence of point noise sources, the performance does not approach the ideal binaural performance, not even asymptotically (at infinite bit-rate) and a significant loss will occur at high rates, as confirmed by experiments in Sec. V. Two alternatives to the method presented in [12, Sec. III-B] were proposed in [18], [19]. We briefly explain these sub-optimal methods based on a unified communication scheme illustrated in Fig. 3.

Unlike [12, Sec. III-A], the sub-optimal filter \( w^*_1 \), shown in Fig. 3, is only a function of the local observations. The above-mentioned sub-optimal methods differ from each other...
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S

The final MMSE estimate of the desired signal

in how the filter \( w_1^o \) is chosen. For example, in [12, Sec. III-B], \( w_1^o \) denotes a filter which locally estimates the target signal, without any access to the side information.

The quantization stage in Fig. 3 can be represented by the forward test channel (Fig. 1) with input \( Y_{12} \) and output \( \hat{Y}_{12} \). The final MMSE estimate of the desired signal \( \hat{S}_2 \) is given by \( \hat{S}_2 = f(y_2, \hat{Y}_{12}) \) and the corresponding MMSE by [18]

\[
D_2(\theta) = \frac{1}{2\pi} \int_{0}^{2\pi} \Phi_S(\Omega) - \Phi_S(\Omega)\Phi_S^{-1}(\Omega)\Phi_S(\Omega)d\Omega,
\]

where \( \tilde{y} = [y^T_2, \hat{Y}_{12}]^T \). Note that \( \hat{Y}_{12} \) depends on the rate of transmission.

IV. ASYMMETRIC CODING FOR RCNR

As described in Sec. III-B, the main limitation of the sub-optimal methods is that they are not even asymptotically optimal, because of the blind filtering stage at the start of the communication chain. This results in a significant performance loss, as shown in Sec. V.

Our proposed idea is to leave all contralateral observations active, at least in one direction (for example, in the transmission from left-to-right) in order to exploit some statistics which will be helpful for informed coding in the other direction. This brings the notion of vector source quantization into the estimation process in one link. Assuming stationarity in the time domain and sufficiently large sample sequences, the quantization can be performed in the frequency domain assuming independent frequency bins. However, it is noteworthy that microphones at different spatial positions generally capture the sources with different powers, resulting in spatially non-stationary signals. Therefore the optimal quantization for microphone signals is done in the frequency domain along the time axis and in the eigenvalue domain of the CPSDs along the space axes. This will become more clear in Sec. IV-A1.

We propose a 2-way sequential coding scheme for communication between two HAs. This scheme is asymmetric in the sense that the quantization in one link is different from the other link. The proposed coding scheme is sequential meaning that some information is exploited in one link to be used in coding in another link. The scheme is illustrated in Fig. 4. The link where the communication starts is referred to as "Link 1" and vice versa as "Link 2". Let us assume the communication starts from the left HA to the right HA. In the following, we explain the proposed architecture.

A. Link 1: from left-to-right

Unlike the common RCNR techniques, in this method, the observation vector \( y_1 \) is not projected onto a scalar signal (i.e., without filtering) for two reasons. First, we wish to resolve the asymptotic sub-optimality problem at high rates, and secondly, we wish to exploit the joint statistics at the right-side HA to reduce the redundancy in information transmission in Link 2. We introduce two methods based on the architecture in Fig. 4a.

1) Method 1: RDF for vector sources with memory: In Sec. II-B we explained the RDF for a time-stationary Gaussian source which accounts for one sensor observation in time. In order to quantize more than one observation, an extension to vector sources is required, which is presented in [24]. Recall that in the scalar case (Sec. II-B), the correlation matrix \( \Phi_s \) is (for \( N \to \infty \)) diagonalizable by the Fourier transform and, hence, the RDF can be written in terms of the PSD of the stationary source, i.e., \( \Phi_s \). Different from the scalar case in Sec. II-B, the correlation matrices involving multiple microphone observations are not diagonalizable by the (spatial) Fourier transform. Therefore, the resulting RDF for vector sources of such (spatially) non-stationary sources is different from that of the scalar case in Sec. II-B, and will be explained in the following.

Given a discrete-time sequence of zero-mean time-stationary vector Gaussian sources, say \( \{s[n]\}_{n=0}^{N-1} \), where \( s[\cdot] \in \mathbb{R}^{M \times 1} \) can be any vector source (like the noisy observations), the cross correlation matrix is given by

\[
\Sigma_s = \begin{bmatrix}
\Sigma_0 & \Sigma_{-1} & \cdots & \Sigma_{-(N-1)} \\
\Sigma_1 & \ddots & \cdots & \Sigma_{-(N-2)} \\
\vdots & \ddots & \ddots & \vdots \\
\Sigma_{N-1} & \cdots & \cdots & \Sigma_0
\end{bmatrix}
\]

where \( \Sigma_s \in \mathbb{R}^{NM \times NM} \) is a block-Toeplitz matrix. Matrices \( \Sigma_i \in \mathbb{R}^{M \times M}, i = -(N-1), \ldots, -(N-1) \) are of entries \( [\Sigma_i]_{uv} = E[s_u[n+i]s_v[n]] \), for all \( 0 \leq u, v \leq N-1 \). The scalars \( s_u[\cdot] \) is the \( u \)th entry in \( s[\cdot] \) and \( [\Sigma_i]_{uv} \) is the (statistical) cross correlation, \( u, v = 1, \ldots, M \). Stacking \( \{s[n]\}_{n=0}^{N-1} \) into a vector, say \( s_{vec} = [s^T[0] \ldots s^T[N-1]]^T \), the rate-distortion tradeoff for stationary vector \( s_{vec} \) is given by [13]

\[
R_{MN}(\theta) = \frac{1}{2} \log \frac{1}{\theta} \left( \sum_{i=1}^{MN} \max(0, 1 - \log \lambda_i(\Sigma_s)) \right)
\]

(7)

where \( \lambda_i(\Sigma) \) is the \( i \)th eigenvalue of a matrix \( \Sigma \). From Szego’s theorem [25], the asymptotic eigenvalue distribution of Toeplitz matrices corresponds to those of the PSD values in the frequency domain. The extensions to the Szego’s theorem are proposed in [26] and [27] which state that for any Hermitian block-Toeplitz matrix (here \( \Sigma_s \)) the asymptotic behavior of an arbitrary function of eigenvalues follows that of corresponding CPSD matrices in the frequency domain, i.e.,

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{MN} F(\lambda_i(\Sigma_s)) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \sum_{u=1}^{M} F(\lambda_u(\Phi_s(\Omega)))d\Omega,
\]

(8)
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where $\Phi_s$ is the CPSD matrix with respect to the vector sequence $\{s[n]\}_{n=0}^{N-1}$ with elements $\Phi_{su} = \sum_{k=-\infty}^{\infty} \Sigma_{k} e^{-j2\pi k}$, $F(\cdot)$ is an arbitrary function applied on the eigenvalues. Based on (8), asymptotically as $N \to \infty$, the RDF in (7) can be rewritten as

$$R^*(\theta) = \lim_{N \to \infty} \frac{1}{N} R_{MN}$$

$$= \frac{1}{2\pi} \int_{-\pi}^{\pi} \sum_{u=1}^{M} \max(0, \frac{1}{2} \log \lambda_u(\Phi_s(\Omega))) d\Omega$$

$$D^*(\theta) = \lim_{N \to \infty} \frac{1}{N} D_{MN} = \frac{1}{2\pi} \int_{-\pi}^{\pi} \sum_{u=1}^{M} \min(\theta, \lambda_u(\Phi_s(\Omega))) d\Omega$$

where the rate $R^*(\theta)$ is per source vector $s[n] \in \mathbb{R}^{M \times 1}$. The entries of the vector $s[n]$ can be thought of as spatial samples captured by $M$ microphones. Microphone samples usually have different powers. In other words, matrices $\Sigma_i$, which can be thought of as the cross correlation matrix across microphone samples, are not necessarily Toeplitz. Therefore $\Phi_s$ will not be spatially diagonalizable by the spatial Fourier transform, not even asymptotically, as the number of the microphones increases ($M \to \infty$) and the Karhunen-Loève transform (KLT) matrix is in need for optimal coding in (9).

Note that the distortion $D^*(\theta)$ is the MSE between the decorrelated signal $y$ and its quantized version $\tilde{y}$ given by $\tilde{y} = \Phi_s^{-1}(\Omega)$, where $\Phi_s$ is the CPSD matrix of the direct error process $d_1 = y_1 - \tilde{y}$, and $\Phi_s^{-1}(\Omega)$ denotes the trace operator on a matrix. We have

$$D^*(\theta) = \sum_{u=1}^{M} \min(\theta, \lambda_u(\Phi_s(\Omega)))$$

As $[\Phi_s(\Omega)]_{uu} = \lambda_u(\Phi_s(\Omega))$, the overall MSE over all frequencies corresponds to the distortion in (9) with $\lambda_u(\Phi_s)$ replaced by $\lambda_u(\Phi_y) = [\Phi_s(\Omega)]_{uu}$. The final (remote) distortion corresponds to (5) with $y = [y_1^T y_2^T]^T$.

2) (Joint) statistics estimation: Based on the quantized left-side signal model in (12), the second order statistics in the frequency domain can be written as

$$\Phi_{\tilde{y}_1} = C\Phi_{y_1}C^H + A^{-1}\Phi_{e_1}A^{-H}$$

$$\Phi_{\tilde{y}_1} = C^{-1}(\Phi_{\tilde{y}_1} - A^{-1}\Phi_{e_1}A^{-H})C^{-H}$$

To retrieve $\Phi_{y_1}$ we need to know $B, A$, and $\Phi_{e_1}$. The elements of the diagonal matrix $B$ depend on the reverse water-filling parameter $\theta$ and the diagonal elements of $\Phi_{e_1}$. The scalar value $\theta$ is chosen by fixing the transmission bit-rate or the distortion. Moreover, using the backward test channel interpretation in [13], [23], for $\theta \leq [\Phi_{\tilde{y}_1}]_{uu}(\Omega)$ we have

$$[\Phi_{\tilde{y}_1}]_{uu}(\Omega) = [\Phi_{\tilde{y}_1}]_{uu}(\Omega) + \theta$$

Equation (15) shows that at high rates (small $\theta$) it is possible to retrieve the unquantized statistics of the transformed signal $z_1$ from the quantized signal $\tilde{z}_1$. Using the property in (15), $\Phi_{\tilde{z}_1}$ can be retrieved, estimating the quantized PSDs $[\Phi_{\tilde{z}_1}]_{uu}$ given the quantized realizations in the frequency domain, for a sufficiently small $\theta$. Therefore, the matrix $B$ can be computed at the decoder. Following a similar procedure, the diagonal matrix $\Phi_{e_1} = E[e_1e_1^H]$ can be computed. Computing $A$ requires the data dependent KLT. As we often do not know
this, we test in Sec. V the algorithm, next to the true A based on the KLT, also with an A based on the fixed discrete cosine transform (DCT). Finally, computing B and fixing A, the matrix C is known and the local statistics \( \Phi_s \) are retrieved at the decoder. Moreover, the joint statistics between the two side observations are retrieved as
\[
E[y_1 y_2^H] = C^{-1} E[\tilde{y}_1 \tilde{y}_2^H]. \tag{16}
\]

Note that the statistics (joint or local) at a certain frequency \( \Omega \) can be retrieved only if the matrix \( C(\Omega) \) is invertible and the PSD of the source at that frequency is positive. This implies that \( B(\Omega) \) should be invertible, as \( A(\Omega) \) is an orthogonal and invertible matrix. Since \( B(\Omega) \) is a diagonal matrix, all elements should be positive, implying that \( \theta < \min |\Phi_s|_{uu}(\Omega) \), for a particular frequency. For \( B \) to be invertible in all frequencies, the condition is rewritten as \( \theta < \min \min |\Phi_s|_{uu}(\Omega) \). This condition is satisfied only at sufficiently high rates. In fact, at lower rates, the reverse-water-filling algorithm tries to allocate more bit-rate to the frequency components with greater PSD values and zero bit rate to those with smaller (than the threshold \( \theta \)) PSD values. In this case \( B \) becomes singular and, as a result, smaller PSDs cannot be retrieved at the decoder. In the next part of this section, another quantization method is proposed to address this limitation and guarantee the invertible \( B \) matrix for all frequencies.

3) Method 2: PDF preserving source coding for sources with memory: Reverse-water-filling for vector sources (Method 1) cannot guarantee positive bit-rates for strictly positive PSDs. To keep all frequency components of the signal active after the quantization, a constrained source coding approach was proposed in [28]. This method imposes an extra constraint to the original lossy source coding problem such that the probability distribution of the signal is preserved after the quantization process. The distribution preserving RDF (DP-RDF) is given in [22, Proposition 1] for a time-stationary Gaussian process, which can be thought of as a single microphone observation. As there are multiple microphones per HA, we extend this result to multiple observations and find the DP-RDF for vector sources with memory. Moreover, we propose a conceptual test channel interpretation to achieve such a rate-distortion tradeoff.

**Proposition 1:** The DP-RDF for a discrete-time sequence of zero-mean time-stationary vector Gaussian sources, say \( \{s[n]\}_{n=0}^{N-1} \), where \( s[\cdot] \in \mathbb{R}^{M \times 1} \) with the corresponding block-Toeplitz cross correlation matrix \( \Sigma_s \), and the Hermitian CPSD matrix \( \Phi_s \) is given by
\[
R^{DP}(\mu) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \lambda_u(\Phi_s(\Omega)) d\Omega - \frac{D_u(\mu, \Omega)}{4} \tag{17}
\]
\[
D^{DP}(\mu) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \sum_{u=1}^{M} D_u(\mu, \Omega) d\Omega,
\]
where
\[
D_u(\mu, \Omega) = 2 \lambda_u(\Phi_s(\Omega)) + \mu - (4 \lambda_u(\Phi_s(\Omega)) + \mu^2) \tag{18}
\]
\[
\text{for } D_u(\mu, \Omega) < 2 \lambda_u(\Phi_s(\Omega)). \] The variable \( \mu \) denotes a Lagrange parameter [22], which relates the rate to the distortion and satisfies the constraint on the distortion. Similar to "reverse water-filling" problems [13] with parameter \( \theta, \mu \) can be found by either fixing the total rate \( R^{DP} \) or the total distortion \( D^{DP} \). The rate is per vector source \( s[\cdot] \in \mathbb{R}^{M \times 1} \). The distortion \( D^{DP}(\mu) \) is the averaged MSE between the vector source \( s[\cdot] \) and the quantized source \( \hat{s}[\cdot] \). See App. A for derivations.

Equation (17) represents the proposed extension to the DP-RDF for vector sources. Note that (17) is only valid for strictly positive CPSD eigenvalues \( \lambda_u(\Phi(\Omega)) > 0 \). For \( \lambda_u(\Phi(\Omega)) = 0 \) the rate allocated to such frequency component will be zero. Unlike Method 1 (reverse water filling), here all frequency components with strictly positive CPSD eigenvalues are allocated with positive rates. Therefore, the PSDs can be retrieved from the quantized signal vector at the decoder. Comparing the direct distortions in (17) and (9), the gap in distortions is 3 dB at zero bit-rate and it vanishes asymptotically [28]. However, as we are interested in estimating the source \( S_2 \), it is not clear if Method 1 is better than Method 2 with respect to the final distortion, as the joint statistics are not available at the encoder in both methods.

App. B shows that the conceptual test channel interpretation, shown in the dashed box in Fig. 4a, achieves the DP-RDF in (17), but with different quantization parameters from those in Method 1. First \( y_1 \), is spatially decorrelated \( (z_1 = A y_1) \). Then the decorrelated signals are quantized using the proposed distribution preserving quantization, \( \hat{z}_1 = B z_1 + e_1 \) with quantization parameters given as (see App. B):
\[
B(\Omega) = \begin{bmatrix} \beta(\Omega), ..., \beta_M(\Omega) \end{bmatrix} = \begin{bmatrix} D_1(\mu, \Omega), \ldots, D_M(\mu, \Omega) \end{bmatrix}
\]
\[
\Phi_{e_1}(\Omega) = \begin{bmatrix} \beta(\Omega) + 1, ..., \beta_M(\Omega) + 1 \end{bmatrix} \begin{bmatrix} D_1(\mu, \Omega), \ldots, D_M(\mu, \Omega) \end{bmatrix}.
\]

The quantized signal \( \hat{y}_1 \) is computed by applying the inverse transform matrix \( A^{-1} \) as \( \hat{y}_1 = A^{-1} \hat{z}_1 \). Finally the target signal is estimated as \( \hat{y}_2 = E[S_2 | \hat{y}_2 \hat{y}_2] \).

The procedure to retrieve (joint) statistics is as follows. As the second order statistics of \( y_1 \) are preserved, \( \Phi_{y_1} = \Phi_{y_1} \) holds. \( \Phi_{y_1} \) can be estimated using realizations in the frequency domain. By informing the decoder of the scalar parameter \( \mu \), the invertible matrices \( B \) and \( \Phi_{e_1} \) in (19) are known at the decoder. Knowing \( B \) and fixing \( A, C \) is known. Therefore, based on (16) the joint statistics are retrieved.

**B. Link 2: from right-to-left**

The goal in Link 2 is to transmit the filtered-quantized right-side observations in order to estimate the target signal at the left-side reference microphone \( S_1 \). As the lossy (quantized) version of the left-side observation \( (\hat{y}_1) \) is available at the right-side, it acts as a (lossy) side information at the right-side encoder. We use this information to reduce the redundancy in the transmission of the information. This is done by the proposed coding architecture, illustrated in Fig. 4b. As shown, different coding algorithms can be obtained by changing the switch \( l \) and by using different methods in Link 1. Note that if
for example, the switch \( l \) is open, i.e., \( l = 0 \), the realization of \( y_1 \) will not be used at the decoder. The side information at the left-side decoder is \( y_1 \). We describe some possible scenarios.

1) Case a: Coding with quantized statistics and with \( l = 0 \):
In this case we assume the Method 1 is chosen in Link 1. The idea is to pre-filter the right-side observations \( y_2 \) using quantized statistics retrieved from Link 1 and directly quantize and transmit them to the other side. The sub-optimal filter coefficients \( w_2^a \) (compared to the optimal filter in (4)) are computed as \( w_2^a = \Phi_{y_2}^{-1}\Phi_{y_2}S_1 \), where \( \Phi_{y_2} \) is the CPSD matrix of the innovation process \( y_2 = y_2 - E[y_2|y_1] \). The filter coefficients are computed in a similar fashion to the one in optimal RCNR approach, described in Sec. III-A, except that here only the lossy side information \( y_1 \) is available and not the lossless \( y_1 \). In this way, we try to reduce some information redundancy in estimating \( S_1 \) of \( y_2 \) given \( y_1 \).

The filtered scalar signal \( y_{21} = (w_2^a)^H y_2 \) is encoded for a decoder that has no access to the side information \( y_1 \) (the switch \( l \) is open). This means that \( y_{21} = \) directly (blindly) quantized, i.e., \( y_{21} = \beta y_{21} + E_n \). The quantization parameters correspond to (3) with replacing \( \Phi_s \) with \( \Phi_{y_2} = (w_2^a)^H\Phi_{y_2}w_2^a \). In fact, \( y_1 \) is used for estimating the filter coefficients \( w_2^a \), but not used in the coding process. Finally the MWF filter is applied to the total observations \( \hat{y} = [y_1^T y_{21}^T]^T \) and the target signal \( S_1 \) is estimated as \( S_1 = f_1(\hat{y}) = E[S_1|\hat{y}] \).

2) Case b: Coding with unquantized statistics and with \( l = 0 \):
In the previous case, we estimated the (joint) statistics based on the lossy side information \( y_1 \) (Method 1). Therefore, the filtering coefficients are not estimated in an optimal manner as some frequency components are truncated, especially at lower rates. To estimate the optimal filter we do not need the actual realizations of the lossless side information \( y_1 \). Instead, we only need to estimate the (joint) unquantized statistics from \( y_1 \). To do so, Method 2 is chosen in Link 1.

The use of DP quantization enables retrieving the unquantized statistics \( E[y_1 y_2^H] \) and \( E[y_1^2 y_2^2] \) at all frequencies. The procedure to estimate the statistics is described in the Sec. IV-A2. The optimal right-side filter coefficients \( w_2^a \) are computed, similar to (4), as \( w_2^a = \Phi_{y_2}^{-1}\Phi_{y_2}S_1 \), where \( \Phi_{y_2} = \Phi_{y_2} - \Phi_{y_2 y_2} \Phi_{y_2 y_1} \Phi_{y_1}^{-1} \Phi_{y_1} y_2 \) is the CPSD matrix of the innovation process \( \bar{y}_2 \). The direct quantization and final estimation stages resemble those of case a with a different filtered signal \( y_{21} = (w_2^a)^H y_2 \).

3) Case c: Optimal Coding with unquantized statistics and with \( l = 1 \):
Like the Case b, in this case, again we use Method 2 in Link 1 since we want to preserve the statistics to compute optimal filter for Link 2. Following the optimal RCNR (when the switch \( l \) is closed) the right-side processor encodes the filtered signal \( y_{21} = (w_2^a)^H y_2 \) for a decoder which has access to the side information \( y_1 \). Therefore unlike case a and case b, here the quantization stage is a side information informed process (remote Wyner-Ziv quantizer). The filtered-quantized signal is given by \( \hat{y}_{21} = \beta y_{21} + E_n \). The optimal (remote Wyner-Ziv) quantization parameters \( \beta y_1 \) and \( \Phi e_2 \) corresponding to (3) with \( \Phi_s \) replaced by \( (w_2^a)^H\Phi_{y_2}w_2^a \). It is important to note that here the quantization scaling factor \( \beta y_1 \) is now a function of the side information \( y_1 \) (only a function of the statistics, not the realizations). This necessitates some extra information to be available at the decoder in order to decode indices which are computed knowing the fact that \( y_1 \) would be available at the decoder. This extra information includes the joint entropy between \( y_1 \) and \( \hat{y}_{21} \). Knowing this information at the decoder, we can touch the performance bound of the optimal RCNR at least in one link (Link 2) in our proposed 2-way communication system. The final conditional mean estimator, which was included in the decoder box in the optimal RCNR architecture in Fig. 2, resembles that of the Case a, except with the different filtered-quantized signal \( \hat{y}_{21} \).

V. PERFORMANCE EVALUATION

In this section, we compare the performance of the approaches, described in the previous sections, as a function of transmission bit-rate. We evaluate the methods based on two performance measures. The first performance measure presented in [12] and [18], is defined as the ratio of the MSE when there is no communication between the HAs to the one when the data is quantized before transmission. The output gains with respect to the two beamformers are given by

\[
G_1(R_1) = \frac{D_1(0)}{D_1(R_1)}, \quad G_2(R_2) = \frac{D_2(0)}{D_2(R_2)}, \quad (20)
\]

where \( D_i(\cdot) \), \( i = 1, 2 \) are defined in (5) but with different outputs \( \hat{S}_i \) for different approaches. Note that the final outputs \( \hat{S}_i \), \( i = 1, 2 \) are functions of the corresponding bit-rates as the data is quantized. For example, \( D_1(R_1) \) denotes the MSE between the target source at the left-side reference microphone \( S_1 \) and its estimate \( \hat{S}_1 \) when the data is quantized and transmitted at \( R_1 \) bit-rate from the right-side HA to the left one (Link 2). \( D_i(0) \) denotes the left-side MSE when there is no communication between HAs, i.e., \( R_1 = 0 \).

Another performance measure which we refer to as “binaural gain” is proposed in [12] and is defined as the ratio of the sum of the MSEs with respect to the two HA reference microphones, when there is no communication between HAs to the one when the data is quantized and transmitted in both links at certain bit-rates, i.e.,

\[
G_B(R_T) = \frac{D_1(0) + D_2(0)}{D_1(R_1) + D_2(R_2)}, \quad (21)
\]

where \( R_T = R_1 + R_2 \) is the total rate budget for two links. The performance of the following approaches are compared throughout this section

- **B-MWF**: The full binaural MWF from [7], without quantization.
- **OPT**: Optimal approach from [12, Sec. III-A] (Sec. III-A)
- **SIG**: Sub-optimal approach from [12]: An estimate of the target signal is transmitted to the contralateral processor (Sec. III-B)
- **INT**: Sub-optimal approach from [18]: An estimate of the undesired (interfering) signal is transmitted to the contralateral processor (Sec. III-B)
- **RAW**: Sub-optimal approach from [18]: A raw reference microphone signal is transmitted to the contralateral processor, without any pre-filtering (Sec. III-B)
- **M1**: Method 1 in Link 1 (Sec. IV-A1)
- **M2**: Method 2 in Link 1 (Sec. IV-A3)
Based on the performance measures in (20), the output gains (in dB) in terms of bit per sample (bps) are shown in Fig. 6 for Link 1 and Link 2, for the above-mentioned approaches. By M1-DCT we mean that the method M1 uses the fixed discrete cosine transform (DCT) matrix for the matrix A in (10), when spatially decorrelating the signals in the frequency domain. The similar explanation holds for M1-KLT, M2-KLT, and M2-DCT. Note that the method L2a-KLT in Link 2 is sequentially related to the Method 1 (M1-KLT) in Link 1 as it uses the signal statistics quantized by Method 1. The similar relation holds between L2a-DCT and M1-DCT. L2b and L2c are related to the Method 2 in Link 1. Their performances remain the same using KLT or DCT matrices in Method 2, as they use the retrieved (unquantized) statistics. These explanations hold also for other experiments in this section.

Based on Fig. 6 we can make the following observations

- Method SIG is asymptotically optimal as argued in [18] in the presence of uncorrelated noise only. As the noise components at the two sides are independent, no necessary information will be removed by estimating the desired part of the signal and sending it to the other side.
- Method INT has no gain compared the monaural setup. With a similar argument, estimating the noise on one side has no added information for the other side, resulting in no increase in the performance.
- M1 and M2 outperform methods RAW and INT since they are not even asymptotically optimal. In the presence of only uncorrelated noise, any extra observation (extra microphone signal) can help to increase the performance. Method RAW in [18] chooses only one microphone signal (out of two), which degrades the performance.
- L2a and L2b have almost the same performance as the SIG method since almost no redundancy in information is remained after locally estimating the target signal itself.
- L2c is an optimal coding scheme in Link 2. It takes the correlation between the filtered observation and the side information into account and encodes the filtered signals knowing the fact that the decoder can revive the correlated information which is reduced during the encoding process. This approach assumes the joint entropy between the filtered-encoded signals and the side information is available at the decoder.

B. Correlated and Uncorrelated Noise

Two scenarios are considered in this section. First, one point noise source is added to the previous scenario at 30° and 0.8 m from the origin. The interfering signal power is set such that the input signal-to-interferer ratios (SIRs) with respect to the left and right reference microphones are approximately SIR_L ≈ 0 dB, and SIR_R ≈ 5 dB, respectively.

In the second scenario, four interferers are added at degrees [−50°, −30°, 30°, 70°]. The input SIRs at the corresponding reference microphones are SIR_L ≈ 0 dB and SIR_R ≈ 0 dB.

The simulation results are shown in Fig. 7.

Based on Fig. 7 we can make the following observations

- As shown in Figs. 7a and 7b, in the presence of one spatially correlated point noise source, the SIG method
is not asymptotically optimal anymore. Some necessary (spatial) information about the interferer will be eliminated after the filtering stage before transmission. This information would be helpful for the left-side processor to cancel out the interferer [18]. In general, the loss in performance at high rates is significant.

- In Link 1 for highly correlated signals (one interferer), the methods M1-KLT and M2-KLT outperform all other approaches (when using the optimal KLT matrix). Using the DCT matrix also results in a good performance, especially at high rates.

- L2a uses the quantized left-side signals from Link 1 (Method 1) to reduce the redundancy in information transmission, and hence, outperforms almost all existing suboptimal approaches, especially at high rates. However, the use of quantized statistics results in a non-optimal filter in Link 2 and degrades the performance, especially in the four interferers scenario, in comparison with the L2b and the L2c methods.

- L2b outperforms L2a, especially in the four interferers scenario. The use of Method 2 in Link 1 enables retrieval of the unquantized statistics (rather than quantized statistics), which helps to compute the optimal filter on the right side, and hence, results in a better estimation of the informative signal for the left-side beamformer. However, the filtered signal in both the L2a and the L2b methods is still correlated to the (left) side information \( y_1 \) and the direct (blind) quantization of such a filtered signal does not take this correlation into account. As a result, the performance of both cases a and b are always worse than that of the case c. L2c touches the optimal performance as the side-information-aware quantization is used.

- The gap between M1 and the distribution preserving vector quantization method M2 is negligible in most scenarios and bit-rates. As the target estimation error is of interest (and not the direct estimation error between the noisy vector source \( y_i, i = 1, 2 \) and its corresponding quantized version \( \tilde{y}_i \)), it is not clear if the M2 performance should always be worse than that of M1. In fact, as the blind quantization process in Link 1 does not use the joint information, both quantizers are not aware that which frequency components are more important and not predictable on the other side. However, M2 preserves the statistics of the contralateral observations which include spatial cues of sources and perceptually may help to get a more natural impression of the sound field.

- For all MWF-based methods, the performance is a function of the correlation between the observations. Therefore, it is clear that the performance will change by changing the source position, as the correlation between the observations will change. However, this does not affect the generality of the proposed method, as well as that of the optimal method. The proposed method tries to estimate the joint statistics, without any assumption on the source positions, and use it in another link to reduce the redundancy in information transmission.

### C. Binaural Gain

In this section, we evaluate the methods based on the binaural gain measure in (21). We compute \( G_B(R_T) \) for scenarios with correlated interferers, introduced in Sec. V-B. In fact, the same distortions as those computed for the results in Fig. 7 are used for computing \( G_B(R_T) \). Fig. 8 shows the binaural gain in terms of the total bit-rate budget \( R_T = R_1 + R_2 \), for the scenario in which there is one interferer (left: Fig. 8a), and the scenario in which there are four interferers (right: Fig. 8b), along with the target signal and the uncorrelated noise. For example, when computing the binaural gain of “M2-KLT+L2c”, the MSE of M2-KLT in Link 1 is added to the MSE for the method L2c. The sequential-asymmetric method M2-KLT+L2c has the best performance among all other methods as it touches the optimal performance, at least
in Link 2. However considering the loss in the performance of M2-KLT in Link 1, the binaural performance of M2-KLT+L2c is worse than that of the optimal performance [12, Sec. III-A] (which is optimal in both links). All proposed methods resolve the asymptotic sub-optimality issue of the existing sub-optimal methods and outperform them, especially at middle rates and high rates. The sequential nature of the proposed methods enables a smart use of the information at hand to reduce the bandwidth.

VI. CONCLUSION

In this paper, we studied the performance of the optimal/sub-optimal binaural rate-constrained noise reduction (beamforming) approaches based on the unified framework which can be interpreted as filtering, quantization, and final estimation stages. Moreover, we proposed a two-way asymmetric coding scheme which retrieves the statistics between two HA observations from quantized signals in one link (Link 1) to be used in another link (Link 2) and addresses two main limitations of existing methods. The first limitation is the strict requirement of the complete knowledge of the joint statistics in the optimal approach. The second limitation is the asymptotic sub-optimality of the existing sub-optimal approaches. Based on two performance measures, the proposed results outperform those of sub-optimal approaches. Moreover, the results confirm the asymptotic optimality of the proposed method.

APPENDIX A

DP-RDF FOR VECTOR SOURCES WITH MEMORY

We show the derivations that result in the proposed DP-RDF in (17) for vector sources with memory (multi-sensor observations) based on DP-RDF for a discrete-time independent scalar (one sensor) observation samples.

We are given a sequence of discrete-time zero-mean stationary vector Gaussian sources, denoted by \( \{ s[n] \}_{n=0}^{N-1} \), where \( s[n] \in \mathbb{R}^{M \times 1} \), \( n = 0, \ldots, N - 1 \), with the corresponding block-Toeplitz cross correlation matrix \( \Sigma_s \in \mathbb{R}^{MN \times MN} \), defined in (6), and the Hermitian CPSD matrix \( \Phi_s \in \mathbb{C}^{M \times M} \).
The sequence \( \{s[n]\}_{n=0}^{N-1} \) is stacked into the vector \( s_{\text{vec}} = [s^T[0]...s^T[N-1]]^T \). We define the following DP optimization problem based on the DP-RDF defined in [28]

\[
\inf_{f(s_{\text{vec}}|s_{\text{dec}})} I(s_{\text{vec}}; s_{\text{vec}}) \\
\text{subject to } E[|s_{\text{vec}} - \tilde{s}_{\text{vec}}|^2] \leq D^{DP}, \tag{22}
\]

where \( I(x;y) \) is generally the mutual information between the random vector variables \( x \) and \( y \). The conditional distribution function of a random vector variable \( x \), given a random vector variable \( y \) is denoted by \( f(x|y) \). The problem in (22) tries to find the minimum rate \( R^{DP} \) at which the vector \( s_{\text{vec}} \) can be quantized such that the probability distribution of the source, say \( f(s_{\text{vec}}) \), is preserved after the quantization, i.e., \( f(s_{\text{vec}}) = f(\tilde{s}_{\text{vec}}) \), and the MSE between \( s_{\text{vec}} \) and its quantized output \( \tilde{s}_{\text{vec}} \) does not exceed a certain value \( D^{DP} \). Mutual information is invariant under unitary transformations [13] and the objective mutual information function \( I(s_{\text{vec}}; s_{\text{vec}}) \) can be rewritten as a summation of separable functions [13], [23]

\[
I(s_{\text{vec}}; s_{\text{vec}}) = I(s_{\text{dec}}; \tilde{s}_{\text{dec}}) = \sum_{i=1}^{MN} I(s_{\text{dec}}[i]; \tilde{s}_{\text{dec}}[i]), \tag{23}
\]

where \( s_{\text{dec}}[i] \) is the \( i \)-th element of the transformed vector \( s_{\text{dec}} = \mathbf{V}^H s_{\text{vec}} \). Matrix \( \mathbf{V} \) is derived by eigenvalue decomposition of the correlation matrix, i.e., \( \Sigma_s = \mathbf{V} \Lambda \mathbf{V}^H \), where \( \Lambda = \text{diag}(\lambda_1(\Sigma_s),...,\lambda_{MN}(\Sigma_s)) \). The second equality in (23) holds as the elements of \( s_{\text{dec}} \) are statistically independent. Note that as \( \mathbf{V}^{-1} = \mathbf{V}^H \), we have \( s_{\text{vec}} = \mathbf{V} \tilde{s}_{\text{dec}} \), where \( \tilde{s}_{\text{dec}} \) denotes the transformed-quantized vector signal. Using the unitary transformation, the reformulated problem is given by

\[
\inf_{f(s_{\text{vec}}|s_{\text{dec}})} \sum_{i=1}^{MN} I(s_{\text{dec}}[i]; \tilde{s}_{\text{dec}}[i]) \\
\text{subject to } \sum_{i=1}^{MN} D_i \leq D^{DP}, \tag{24}
\]

where \( D_i = E[|s_{\text{dec}}[i] - \tilde{s}_{\text{dec}}[i]|^2] \). Note that the unitary transformation preserves the MSE, i.e., \( E[|s_{\text{vec}} - \tilde{s}_{\text{vec}}|^2] = E[|s_{\text{dec}} - \tilde{s}_{\text{dec}}|^2] \). As the elements of \( s_{\text{dec}} \) are statistically independent, based on Lemma 3 in [22], the problem in (24) for a decorrelated vector \( s_{\text{dec}} \) can be solved as

\[
P^{DP}_{MN}(\mu) = \begin{cases} 
\sum_{i=1}^{MN} \log_2 \left( \frac{E[|s_{\text{dec}}[i]|^2]}{D_i(\mu) - \frac{\sigma^2}{4}} \right)^{\frac{1}{2}} & D^{DP}_{MN}(\mu) < 2 \sigma^2 \\
0 & D^{DP}_{MN}(\mu) \geq 2 \sigma^2 
\end{cases}, \tag{25}
\]

where

\[
D_i(\mu) = 2 E[|s_{\text{dec}}[i]|^2] + \mu - (4E[|s_{\text{dec}}[i]|^2] + \mu^2)^{\frac{1}{2}}, \tag{26}
\]

with \( E[|s_{\text{dec}}[i]|^2] = \lambda_i(\Sigma_s) \), \( \sigma^2 = \sum_{i=1}^{MN} E[|s_{\text{dec}}[i]|^2] \) and \( \mu \) a Lagrange variable relating the rate to the distortion [22]. The equation (26) is valid for \( D_i(\mu) \leq 2 E[|s_{\text{dec}}[i]|^2] \). In (25) \( R^{DP}_{MN}(\mu) \) is the minimum achievable rate at which the source \( s_{\text{vec}} \) can be encoded and decoded with distortion not exceeding a certain value \( D^{DP}_{MN}(\mu) \) such that its PDF is preserved after quantization. Note that the rate is per vector source \( s_{\text{vec}} \). \( D_i(\cdot) \) is the corresponding MSE with respect to the \( i \)-th element of the decorrelated vector source \( s_{\text{dec}} \). For a given \( \mu \), \( R^{DP}_{MN}(\mu) \) can be represented as a sum of non-linear functions of the eigenvalues of the block-Toeplitz matrix.
\( \Sigma_n \) (not a Toeplitz matrix as in [22]). Let the non-linear function be
\[
F_R(\lambda(\Sigma_n), \mu) = \log_2 \left( \frac{\lambda(\Sigma_n)}{(\lambda(\Sigma_n)D_1(\mu) - \frac{D_2(\mu)}{4})^{\frac{1}{2}}} \right),
\]
where \( D_1(\cdot) \) is also a non-linear function of \( \lambda(\Sigma_n) \), as shown in (26). We define \( R^{DP}(\mu) \) as an asymptotic \((N \to \infty)\) average of non-linear functions \( F_R(\lambda(\Sigma_n), \mu) \), which is given by
\[
R^{DP}(\mu) = \lim_{N \to \infty} \frac{1}{N} R^{MPN}(\mu) = \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{MN} F_R(\lambda(\Sigma_n), \mu).
\]

With a similar argument, \( D^{DP}(\mu) \) is defined as
\[
D^{DP}(\mu) = \lim_{N \to \infty} \frac{1}{N} D^{MPN}(\mu) = \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{MN} D_i(\mu)
\]
(28)

We use (8), the extension of the Szego’s theorem, to find the corresponding rate-distortion tradeoff in the frequency domain. Substituting non-linear functions in (27) and (26) into (8), the corresponding equivalences of (28) and (29) are derived in the frequency domain, respectively, and consequently, the asymptotic DP-RDF for time-stationary Gaussian vector sources is given by
\[
R^{DP}(\mu) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \sum_{u=1}^{M} \log_2 \left( \frac{\lambda(u(\Phi_n(\Omega)))}{(\lambda(u(\Phi_n(\Omega)))D_u(\mu, \Omega) - \frac{D_2(\mu, \Omega)}{4})^{\frac{1}{2}}} \right) du,
\]
\[
D^{DP}(\mu) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \sum_{u=1}^{M} D_u(\mu, \Omega) du,
\]
(30)

where
\[
D_u(\mu, \Omega) = 2 \lambda_u(\Phi_n(\Omega)) + \mu - (4 \lambda_u(\Phi_n(\Omega)) + \mu^2)^{\frac{1}{2}},
\]
(31)

for \( D_u(\mu, \Omega) < 2\lambda_u(\Phi_n(\Omega)) \). The asymptotic rate \( R^{DP}(\mu) \) in (30) is assumed to be set to zero for \( D^{DP}(\mu) > 1 \).

\[
\int_{-\pi}^{\pi} \sum_{u=1}^{M} \lambda_u(\Phi_n(\Omega)) du.
\]

**APPENDIX B**

**A TEST CHANNEL ACHIEVING DP-RDF**

We show that the conceptual test channel achieving (17) is based on the vector quantizer model shown in Fig. 4a. We derive the respected quantization parameters \( B \) and \( \Phi_e \), for Method 2. We introduce the following lemma.

**Lemma 1** - Let \( \tilde{z}(\Omega) \in \mathbb{C} \) and \( z(\Omega) \in \mathbb{C} \) be zero-mean Gaussian random variables representing frequency domain signals. Then there exist a real-valued linear operator (scaling factor) \( \beta \) and a zero-mean Gaussian random variable \( e(\Omega) \), uncorrelated to \( z(\Omega) \), such that
\[
\tilde{z} = \beta z + e,
\]
and \( E[|z|^2] = E[|\tilde{z}|^2] \), i.e., variables \( \tilde{z} \) and \( z(\Omega) \) have the same PSDs.

**Proof** - Denote the cross PSDs between \( \tilde{z} \) and \( z \) by \( \Phi_{\tilde{z}z} = E[\tilde{z}^*z] \) and \( \Phi_{z\tilde{z}} = E[z\tilde{z}^*] \) and PSD of \( e \) by \( \Phi_e \), where \((\cdot)^\ast\) denotes the conjugate operator. Based on (32), the (cross) PSD relations are given by
\[
\Phi_{\tilde{z}} = \beta^2 \Phi_z + \Phi_e,
\]
(33a)
\[
\Phi_{z\tilde{z}} = \Phi_{z\tilde{z}} = \beta \Phi_z,
\]
(33b)

where we used the fact that \( z \) and \( e \) are uncorrelated, and that \( \beta \) is real. We define \( D \triangleq E[|z - \tilde{z}|^2] \triangleq E[e \beta^2 \Phi_z + \Phi_e \beta^2 \Phi_z] \) where \( e' \) can be thought of as the error variable \( e' = z - \tilde{z} \). As \( \Phi_{\tilde{z}} = \Phi_z \), the distortion function \( D \) can be written as
\[
D = \Phi_z + \Phi_{z\tilde{z}} - 2 Re(\Phi_{z\tilde{z}}) = 2\Phi_z - 2\Phi_{z\tilde{z}}.
\]
(34)

Solving (34) and (33b) for \( \beta \) we have
\[
\beta = 1 - \frac{D}{2\Phi_z},
\]
(35)

and substituting (35) into (33a) for \( \Phi_e \), we have
\[
\Phi_e = \frac{1 - \beta^2}{2} D.
\]
(36)

The proof is complete.

Using Lemma 1, we derive the following distribution preserving quantization procedure for vector sources in the frequency domain, which achieves the DP-RDF in (30).

First, the left-side observations \( y_1 \) are decorrelated as \( z_1 = A y_1 \), using a unitary transformation matrix \( A \). Second, each element of the decorrelated vector \( z_1 \), denoted by \( z_u(\Omega) \), \( u = 1, \ldots, M \), can be quantized in a probability distribution preserving manner based on the test channel model presented in Lemma 1 as \( \tilde{Z}_u(\Omega) = \tilde{z}_u(\Omega) + E_u(\Omega) \). Let us denote the MSE \( E[|\tilde{Z}_u(\Omega) - Z_u(\Omega)|^2] \) by \( D_u(\Omega) \). Therefore, the distribution preserving quantization parameters \( \beta_u(\Omega) \) and \( \Phi_{\tilde{z}_u}(\Omega) \) correspond to (35) and (36), by replacing \( D \) and \( \Phi_z \) with \( D_u(\Omega) \) and \( \Phi_{\tilde{z}_u}(\Omega) \), respectively. Note that here the PSD of each element is preserved after the quantization, i.e., \( E[|Z_u(\Omega)|^2] = E[|\tilde{Z}_u(\Omega)|^2] = |\Phi_{\tilde{z}_u}(\Omega)| \). We know from [22] and App. A that the optimal choices for the distortions \( D_u(\Omega) \) are derived by minimizing the sum-rate with respect to the constraint on total distortion, i.e., \( \sum_{u=1}^{M} D_u(\Omega) \leq D^{DP}(\Omega) \). Therefore the optimal values for \( D_u(\Omega) \), which are derived based on (31) by replacing \( \lambda_u(\Phi_n(\Omega)) \) with \( |\Phi_{\tilde{z}_u}(\Omega)| \), i.e.,
\[
D_u(\mu, \Omega) = 2 |\Phi_{\tilde{z}_u}(\Omega)| + \mu - (4 |\Phi_{\tilde{z}_u}(\Omega)| + \mu^2)^{\frac{1}{2}},
\]
(37)

and hence, the optimal distribution preserving (DP) quantization of the decorrelated vector \( z_1 \) is modeled by \( \tilde{z}_1 = B z_1 + e_1 \), where \( B \) is a diagonal matrix and the elements correspond to (35), replacing \( D \) and \( \Phi_z \) with the optimal DP-MSE \( D_u(\mu, \Omega) \) and \( |\Phi_{\tilde{z}_u}(\Omega)| \), respectively. The vector \( e_1 = [E_1(\Omega), \ldots, E_M(\Omega)]^T \) will have the diagonal PSD matrix \( \Phi_{e_1} \), which correspond to (36) with similar substitutions to those for \( B \). Finally, the decorrelated-quantized vector \( \tilde{z}_1 \) will be transformed back to the original quantized vector \( y_1 \) applying inverse-transform matrix \( A^{-1}(\tilde{y}_1 = A^{-1}\tilde{z}_1) \).

Following the above-mentioned procedure, we summarize the achievability proof of the distortion given in (17) by defining two error variables \( d_1 = y_1 - \tilde{y}_1 \) and \( e'_1 = z_1 - \tilde{z}_1 \).
The direct distribution preserving MSE between \(y_1\) and \(\tilde{y}_1\) is denoted by \(D^{DP}(\mu)\). We have
\[
D^{DP}(\mu) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \text{tr}\{\Phi_{d_1}\} d\Omega = \frac{1}{2\pi} \int_{-\pi}^{\pi} \text{tr}\{\Phi_{e_1}\} d\Omega \quad (38a)
\]
\[
= \frac{1}{2\pi} \int_{-\pi}^{\pi} \text{tr}\{(I - B) \Phi_{z_1} (I - B)^H + \Phi_{e_1}\} d\Omega
\]
\[
= \frac{1}{2\pi} \int_{-\pi}^{\pi} \sum_{u=1}^{M_L} (1 - \beta(\mu, \Omega))^2 |\Phi_{z_1}|_{u,u} + (1 + \beta(\mu, \Omega)) D_u(\mu, \Omega) d\Omega \quad (38b)
\]
\[
= \frac{1}{2\pi} \int_{-\pi}^{\pi} \sum_{u=1}^{M_L} D_u(\mu, \Omega) d\Omega, \quad (38c)
\]
which corresponds to the distortion function in (17), for the different vector source \(y_1\) (and not \(s\) in (17)). \(D_u(\mu, \Omega)\) here corresponds to (37). Similar argument holds for the achievable proof of the parametric distribution preserving rate \(R^{DP}(\mu)\).
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